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Abstract. Fix a vector v = (v1, . . . , vn) with v1 > · · · > vn and
∑

vi =
0, and let Bε(Tv) be the ε-ball around Tv for T > 1. As T → ∞,
(1) the number of degree-n totally real units whose logarithmic em-

beddings lie in Bε(Tv), and
(2) the number of eigenvalue patterns of SLn(Z) whose logarithmic

embeddings lie in Bε(Tv)
both grow like

exp
(
ρSLn(v)T

)
where ρSLn(v) =

∑n−1
i=1 (n − i) vi is the half-sum of positive roots of

SLn(R). Hence the two arithmetic problems share the same directional
entropy.

Because each eigenvalue pattern determines an SLn(R)-conjugacy
class, this yields a lower bound of order exp

(
ρSLn(v)T

)
for the num-

ber of SLn(Z)-conjugacy classes with a prescribed eigenvalue pattern;
we also obtain an upper bound of order exp

(
2ρSLn(v)T

)
.

A parallel argument for the symplectic lattice Sp2n(Z) and

v = (v1, . . . , vn,−vn, . . . ,−v1), v1 > · · · > vn > 0,

gives growth exp
(
ρSp2n

(v)T
)

with ρSp2n
(v) =

∑n
i=1(n + 1 − i)vi, the

half-sum of positive roots of Sp2n(R).

1. Introduction

Classical arithmetic asks how many objects of a given kind—ideals, points,
matrices, geodesics—fit inside a region that grows without bound. In higher
rank, the natural “size” of an object is rarely a single number; instead it is
a vector that records growth rates in several directions at once. When we
restrict our attention to a thin tube around a fixed ray, the leading exponent
of an exponential growth can be viewed as a directional entropy : it measures
how densely the arithmetic set populates that ray.

This paper pinpoints an explicit linear functional that governs the direc-
tional entropy of the following two collections:

• the logarithmic embeddings of all totally real units of fixed degree n;
• the ordered eigenvalue data, equivalently, Jordan projections, of ele-

ments in SLn(Z).
We prove that both collections exhibit the same entropy along every ray

in the positive Weyl chamber. Going further, we count SLn(Z)-conjugacy
classes that share a prescribed eigenvalue pattern. The Jordan-projection
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entropy yields an immediate lower bound for this count, and we provide an
upper bound, which is conjecturally a true order of magnitude. We also
address the analogous problem for the symplectic lattice Sp2n(Z).

Totally real algebraic units. For an integer n ≥ 2, let K⋆
n denote the set

of totally real number fields K of degree n. For each K ∈ K⋆
n, let ΣK denote

the set of all ordered embeddings of K into R. Define

Kn = {(K,σ) : K ∈ K⋆, σ = (σ1, · · · , σn) ∈ ΣK}.
For (K,σ) ∈ Kn, define the logarithmic map

ΛK,σ : K − {0} → Rn, ΛK,σ(u) =
(
log|σ1(u)|, . . . , log|σn(u)|

)
.

Denote by OK the ring of integers of K and by O×
K its unit group. Consider

the hyperplane

H = {v = (v1, · · · , vn) ∈ Rn :
∑

vi = 0}

and note that, by Dirichlet’s unit theorem, ΛK,σ(O
×
K) is a lattice in H (cf.

[18]).
We extend ΛK,σ coordinate-wise to a map Λ : Kn − {0} → Rn: Λ(u) =

ΛK,σ(u) if u ∈ (K,σ). Collect all totally real units of degree n in the disjoint
union

O×
n =

⋃
(K,σ)∈Kn

(O×
K , σ).

We are interested in the asymptotic distribution of Λ(O×
n ) inside radial tubes

in the following H+:

H+ =
{
v = (v1, . . . , vn) ∈ H : v1 > · · · > vn

}
.

Fix any norm ∥ · ∥ on Rn.

Theorem 1.1. Fix the maximum norm ∥ · ∥max on Rn and let v ∈ H+. For
all sufficiently small ε > 0, we have

#
{
u ∈ O×

n : ∥Λ(u)− Tv∥max < ε
}

≍ε
1 exp

(
n−1∑
i=1

(n− i)viT

)
.

More precisely,

2

(
4ε

(n− 1)3n

)n−1

≤ lim inf
T→∞

#
{
u ∈ O×

n : ∥Λ(u)− Tv∥max < ε
}

exp
(∑n−1

i=1 (n− i)viT
)

≤ lim sup
T→∞

#
{
u ∈ O×

n : ∥Λ(u)− Tv∥max < ε
}

exp
(∑n−1

i=1 (n− i)viT
) ≤ 2(4ε)n−1n!.

1We write f(T ) ≍ g(T ) if there exist C1, C2 > 0 such that C1 g(T ) ≤ f(T ) ≤ C2 g(T )
for all T ≥ 1. The notation f(T ) ≍ε g(T ) has the same meaning, except that C1 and C2

may depend on ε.
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See Proposition 3.2 for exponential error terms in the upper and lower
bounds for the number #

{
u ∈ O×

n : ∥Λ(u) − Tv∥max < ε
}
; in particular,

these errors terms can be taken uniformly over all v in a fixed compact
subset of H+.

We propose the following notion of directional entropies of O×
n :

Definition 1.2 (Directional entropy). Fix a norm ∥ · ∥ on Rn. For v ∈ H+,
define the upper and lower directional entropies of O×

n in the direction v by

En(v) := ∥v∥ · lim
ε→0

lim sup
T→∞

1

T
logNε(T, v),

En(v) := ∥v∥ · lim
ε→0

lim inf
T→∞

1

T
logNε(T, v)

where

Nε(T, v) := #
{
u ∈ O×

n : ∥Λ(u)∥ ≤ T, ∥Λ(u)− R+v∥ < ε
}
.

These quantities lie in {−∞} ∪ [0,∞), are independent of the choice of
a norm, and are homogeneous of degree one in v. When they coincide, we
write En(v) for their common value.

Theorem 1.3. For each v ∈ H+, we have

En(v) =

n−1∑
i=1

(n− i)vi.

This entropy value can be expressed in terms of the discriminant of the
model polynomial qTv(x) =

∏n
i=1(x− eTvi):

lim
T→∞

1

T
log
√
Disc (qTv) =

n−1∑
i=1

(n− i)vi.

Remark 1.4. Observe that for every v ∈ H,
∑n−1

i=1 (n − i)vi =
1
2

∑n
i=1(n +

1 − 2i)vi. On the unit sphere for the max-norm {v ∈ H+ : ∥v∥max = 1},
the entropy functional En reaches its supremum ⌊n2

4 ⌋ in the direction of
v = (1, · · · 1, 0,−1, · · · ,−1) for n odd and v = (1, · · · , 1,−1, · · · ,−1) for n
even, where the first ⌊n/2⌋-coordinates are 1. For instance,

sup{E4(v) : v ∈ H+, ∥v∥max = 1} = 4.

On the Euclidean unit sphere {∥v∥Euc = 1}, the maximum value of En is√
n(n2−1)

12 , attained in the direction (n− 1, n− 3, · · · ,−(n− 3),−(n− 1)).

Eigenvalue patterns in SLn(Z). An element g ∈ SLn(R) is called loxo-
dromic if its eigenvalues have pairwise distinct moduli; in particular, they
are all real. For such g ∈ SLn(R), write its eigenvalues as

E(g) =
(
m1(g)e

λ1(g), . . . ,mn(g)e
λn(g)

)
(1.1)
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with signs mi(g) ∈ {±1} and ordering given by λ1(g) ≥ · · · ≥ λn(g). Set

λ(g) :=
(
λ1(g), . . . , λn(g)

)
, m(g) :=

(
m1(g), . . . ,mn(g)

)
. (1.2)

The vector λ(g) is called the Jordan projection of g. Define the linear func-
tional

ρSLn(v) =
1
2

∑
1≤i<j≤n

(vi − vj) =

n−1∑
i=1

(n− i)vi

which is the half-sum of all positive roots of SLn(R). For v ∈ H+ and ε > 0,
if T is sufficiently large, then any γ ∈ SLn(R) with ∥λ(γ) − Tv∥ < ε is
loxodromic.

Theorem 1.5. Let v ∈ H+ and let m = (m1, · · · ,mn) ∈ {±1} be a sign
pattern with

∏n
i=1mi = 1. Fix ε > 0.

(1) We have

#
{
λ(γ) : γ ∈ SLn(Z), ∥λ(γ)− Tv∥ ≤ ε,m(γ) = m

}
≍ε e

ρSLn (v)T ,

where explicit upper and lower multiplicative constants are given in
Theorem 4.1.

(2) There exist constants C1, C2 > 0 such that for all sufficiently large
T > 1,

C1e
ρSLn (v)T ≤ #

{
[γ] ∈ [SLn(Z)] : ∥λ(γ)−Tv∥ ≤ ε,m(γ) = m

}
≤ C2e

2ρSLn (v)T

where [SLn(Z)] denotes the set of all SLn(Z)-conjugacy classes.

Observe that 2ρSLn(v) is precisely the volume growth exponent for the
thin tubes around the ray R+v;

Vol
{
g ∈ SLn(R) : ∥λ(g)− Tv∥ ≤ ε

}
≍ε e

2ρSLn (v)T ,

with volume taken with respect to a Haar measure of SLn(R) (cf. the proof of
Theorem 6.4). Consequently, the Jordan–projection count in part (1) grows
like the square root of this ambient volume growth.

Because each eigenvalue pattern determines an SLn(R)-conjugacy class,
this yields a lower bound of order eρSLn (v)T , as stated in part (2), for the
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number of SLn(Z)-conjugacy classes with prescribed eigenvalue pattern; we
also obtain an upper bound of order e2ρSLn (v)T .

Denote by SLn(Z)lox (resp. [SLn(Z)]lox) the set (resp. the set of SLn(Z)-
conjugacy classes) of loxodromic elements of SLn(Z). For γ ∈ SLn(Z)lox,
write

[γ]R ⊂ SLn(Z) and [γ]Q ⊂ SLn(Z)
for its SLn(R)- and SLn(Q)-conjugacy classes, respectively. Because the
centralizer of γ ∈ SLn(Z)lox is a maximal Q-split torus and all such tori are
conjugate under SLn(Q), we have

[γ]R = [γ]Q.

Define the “class number”

h(γ) = #{SLn(Z)-conjugacy classes inside [γ]Q}. (1.3)

Since the eigenvalue pattern of a loxodromic element uniquely determines its
SLn(R)-conjugacy class, the map γ 7→ E(γ) gives a bijection

{[γ]R : γ ∈ SLn(Z)lox} ⇔ {E(γ) : γ ∈ SLn(Z)lox}.

Hence for any region R ⊂ Rn,

#
{
[γ] ∈ [SLn(Z)]lox : E(γ) ∈ R

}
=

∑
E(γ)∈R

h(γ).

In other words, the number of SLn(Z)-conjugacy classes whose eigenvalue
pattern lies in R equals the count of those patterns, each weighted by its
class number h(γ).

Remark 1.6. In view of Theorem 1.5, one may expect that for any ε > 0,

h(γ) ≪ε e
ρSLn (λ(γ))(1+ε)

for all loxodromic γ ∈ SLn(Z).

For any γ ∈ SL2(Z) with D = tr(γ)2 − 4 square-free, the quantity h(γ)
coincides with the classical class number hK = #Cl(OK) of the quadratic
field K = Q(

√
D) (see [19], [30], [18]). Moreover, the conjugacy classes

[γ] ∈ [SLn(Z)]lox correspond bijectively to closed geodesics Cγ on the mod-
ular surface SL2(Z)\H2, with length given by 2λ1(γ) [28]. Hence the prime
geodesic theorem on modular surface ([29], [15]) implies

#
{
[γ] ∈ [SL2(Z)]lox : T − ε ≤ ∥λ(γ)∥ < T + ε

}
≍ε

e2T

2T
.

In this case, Theorem 1.5 gives

#
{
E(γ) : γ ∈ SL2(Z)lox : T − ε ≤ ∥λ(γ)∥ ≤ T + ε

}
≍ε e

T ,

which also follows from the elementary fact that e∥λ(γ)∥ is essentially the size
of the (integral) trace of γ.
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Remark 1.7. Eskin-Mozes-Shah studied a transversal counting problem in
[11]. Fix a loxodromic element γ0 ∈ SLn(Z) and let p ∈ Z[x] be its charac-
teristic polynomial. Write K = Q(α) for a root α of p. Assume that p is
irreducible over Q and Z[α] = OK . By [11, Theorem 1.1], as T → ∞,

#
{
γ ∈ [γ0]R : ∥γ∥ < eT

}
∼ 2 cn

h(γ0)RK√
Disc(p)

exp
(
1
2(n

2 − n)T
)
,

where
• cn > 0 depends only on n;
• h(γ0) is the class number defined in (1.3);
• RK is the regulator of K, i.e. the volume of H/

(
ΛK,σ

(
O×

K

)
);

Thus [11] counts integral matrices lying inside a fixed SLn(R)–conjugacy
class, whereas our results count the number of distinct SLn(Z)–conjugacy
classes whose Jordan projections fall into a given tube.

Definition 1.8 (Directional entropy for SLn(Z)). Let v ∈ H+ and let m =
(m1, · · · ,mn) ∈ {±1} satisfy

∏n
i=1mi = 1. Define the upper and lower

directional entropies by

ESLn(Z)(v,m) := ∥v∥ · lim
ε→0

lim sup
T→∞

logNε(T, v,m)

T
;

ESLn(Z)(v,m) := ∥v∥ · lim
ε→0

lim inf
T→∞

logNε(T, v,m)

T

where

Nε(T, v,m) = #
{
λ(γ) : γ ∈ SLn(Z) : ∥λ(γ)−R+v∥ ≤ ε, ∥λ(γ)∥ ≤ T,m(γ) = m

}
.

Similarly, set

E
⋆
SLn(Z)(v,m) := ∥v∥ · lim

ε→0
lim sup
T→∞

logMε(T, v,m)

T
;

E⋆SLn(Z)(v,m) := ∥v∥ · lim
ε→0

lim inf
T→∞

logMε(T, v,m)

T

where

Mε(T, v,m) := #
{
[γ] ∈ [SLn(Z)] : ∥λ(γ)−R+v∥ ≤ ε, ∥λ(γ)∥ ≤ T,m(γ) = m

}
.

As before, these quantities in {−∞} ∪ [0,∞) are norm-independent and
homogeneous of degree one. When the lower and upper limits agree, we
write ESLn(Z)(v) and E⋆SLn(Z)(v), respectively.

As an immediate consequence of Theorem 1.5, we get

Theorem 1.9. Let v ∈ H+ and m ∈ {±1}n with
∏n

i=1mi = 1. Then

ESLn(Z)(v,m) = ρSLn(v);

ρSLn(v) ≤ E⋆SLn(Z)(v,m) ≤ E
⋆
SLn(Z)(v,m) ≤ 2ρSLn(v).

2We write f(T ) ∼ g(T ) if limT→∞ f(T )/g(T ) = 1.
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We think that E⋆
SLn(Z)(v,m) = 2ρSLn(v) should be true, although we do

not know how to prove this; see Conjecture 1.12 for a more general formula-
tion.

Eigenvalue patterns in Sp2n(Z). We also carry out a parallel analysis
for the symplectic lattice Sp2n(Z), obtaining analogous counting results and
entropy estimates. Fix the symplectic form in (5.3) so that

a+ =
{
v = diag(v1, . . . , vn,−vn, . . . ,−v1) : v1 ≥ · · · ≥ vn ≥ 0

}
is a positive Weyl chamber of Sp2n(R). An element g ∈ Sp2n(R) is loxodromic
precisely when its Jordan projection

λ(g) =
(
λ1(g), . . . , λn(g),−λn(g), . . . ,−λ1(g)

)
∈ int a+.

For such g, set

m(g) =
(
m1(g), . . . ,mn(g)

)
∈ {±1}n,

so that, for each i, the two real eigenvalues of g are mi(g) e
±λi(g).

Let

ρSp2n(v) =

n∑
i=1

(n+ 1− i) vi

be the half-sum of all positive roots of (sp2n(R), a).

Theorem 1.10. Let v ∈ int a+ and m ∈ {±1}n. Fix small 0 < ε < 1.
(1) We have

#
{
(λ(γ),m(γ)) : γ ∈ Sp2n(Z), ∥λ(γ)−Tv∥ ≤ ε, m(γ) = m

}
≍ε eρSp2n (v)T ,

where explicit upper and lower multiplicative constants are given in
Theorem 5.7.

(2) There exist constants C1, C2 > 0 such that for all T ≥ T0(v, ε) such
that

C1e
ρSp2n (v)T ≤ #

{
[γ] ∈ [Sp2n(Z)] : ∥λ(γ)−Tv∥ ≤ ε,m(γ) = m

}
≤ C2e

2ρSp2n (v)T .

Define the directional entropies ESp2n(Z)(v,m) and E⋆Sp2n(Z)
(v,m) exactly

as in Definition 1.8, with SLn(Z) replaced everywhere by Sp2n(Z).

Corollary 1.11. For all v ∈ int a+ and m ∈ {±1}n, we have

ESp2n(Z)(v,m) = ρSp2n(v);

ρSp2n(v) ≤ E⋆Sp2n(Z)(v,m) ≤ E
⋆
Sp2n(Z)(v,m) ≤ 2ρSp2n(v).

On the proof: We outline the proof of Theorem 1.5. The proof of Theorem
1.1 is entirely analogous; one simply uses the bijection between primitive
units and their minimal polynomials. Let v ∈ H+ and m a sign pattern.
We translate the geometric condition “λ(γ) lies in Bε(Tv) with sign pat-
tern m” into a purely arithmetic statement about integral polynomials, and
then we count those polynomials. For a loxodromic element γ ∈ SLn(Z), its
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eigenvalue pattern E(γ) is equivalent to its characteristic polynomial pγ(x).
Requiring λ(γ) ∈ Bε(Tv) and m(γ) = m forces the roots of pγ to satisfy
mie

Tvi + O(εeTvi), 1 ≤ i ≤ n. Let QT (v,m; ε) denote the collection of
all monic integral polynomials with this property. Using Rouché’s theo-
rem, we observe that p ∈ QT (v,m; ε) iff each coefficient lies in an interval
of length (1 + O(ε))eT (v1+···+vi). Hence QT (v,m; ε) coincides with an ex-
panding box PT (v,m; ε) inside Zn−1 whose side-lengths grow at precisely
those exponential rates. Counting integral points in this expanding box is
governed by the square-root of the discriminant of the model polynomial
qTv,m(x) =

∏n
i=1(x − mie

Tvi) with Disc(qTv,m) ≍ e2ρSLn (v)T . Exactly the
same reasoning works for the symplectic lattice Sp2n(Z). Here one exploits
the fact that the characteristic polynomials of Sp2n(Z) matrices are precisely
the integral monic reciprocal (palindromic) polynomials of degree 2n ([33],
[20]). Because the reciprocal property simply folds the coefficient box in half,
the counting again reduces to a volume estimate and the resulting exponent
is ρSp2n(v) =

∑n
i=1(n + 1 − i)vi. For other arithmetic groups, no tidy de-

scription is available for the integral polynomials that arise as characteristic
polynomials. Even in the case of integral orthogonal groups, a clean criterion
necessary for this approach to work does not seem to be known.

On the other hand, the upper bound for the conjugacy-class count in
Theorem 1.5 is a special case of Theorem 6.2, which applies to any lattice in
a semisimple real algebraic group. The proof proceeds by relating the Jordan
projection to the Cartan projection and by applying the standard orbital-
counting technique of Eskin-McMullen [10], which exploits the mixing of the
G-action on Γ\G and the strong wavefront lemma ([14, Theorem 3.7]).

We conclude the introduction by formulating the following conjecture:

Conjecture 1.12. Let Γ be an arithmetic lattice of a connected simple real
algebraic group G. Fix a positive Weyl chamber a+ ⊂ a and let ρG be the
half-sum of all positive roots of (g, a+), where g = LieG. For v ∈ int a+,
define directional entropies EΓ(v) and E⋆

Γ(v) as in Definition 6.1. Then

EΓ(v) = ρG(v) and E⋆
Γ(v) = 2 ρG(v).

If G has rank-one, the prime geodesic theorem for rank-one locally sym-
metric manifolds (see, for instance, [29], [15], [21], [12], [27], [23], etc.) implies
that E⋆

Γ(v) = 2ρG(v). As we shall see in Theorem 6.4, the corresponding en-
tropy E⋆

Γ(v) defined via the Cartan projection is always 2ρG(v); it seems
plausible that the Jordan and Cartan counts differ only by a polynomial
factor, in which case the second equality in the above would indeed hold.

Acknowledgements. I am grateful to Curt McMullen for many stimu-
lating discussions and to Akshay Venkatesh for suggesting the polynomial-
counting viewpoint that proved decisive in our entropy arguments. I also
thank Emmanuel Breuillard, Sebastian Hurtado, Dongryul Kim and Arul
Shankar for helpful comments on this work.
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2. Root separations and Proof of Theorem 1.1

Let n ≥ 2. As T → ∞, the number of monic integral polynomials of
degree n whose roots are bounded by eT grows in the order of en(n+1)T/2. If
we additionally require the constant term to be ±1, the growth rate drops
to the order en(n−1)T/2. These orders remain unchanged when we restrict to
totally real polynomials [3].

In this section, we fix a vector v ∈ H+ and a sign pattern

m = (m1, · · · ,mn) ∈ {±1}n,

and count those polynomials whose roots lie near the prescribed points

mie
Tvi 1 ≤ i ≤ n,

up to an additive error order O(εeTvi) for a fixed ε > 0. The proof relies on
translating the information about the roots into precise size constraints on
the polynomial’s coefficients.

Definition 2.1. For ε > 0 and T > 1, denote by

QT (v,m; ε) (resp. Qirr
T (v,m; ε))

the set of all monic integral (resp. irreducible3) polynomials with roots
x1, · · · , xn such that

|xi −mie
Tvi | ≤ εeTvi for all i = 1, · · · , n. (2.1)

Set
δv := min

1≤i≤n−1
(v1 + · · ·+ vi) (2.2)

Theorem 2.2. Let ε > 0. As T → ∞,

#QT (v,m; ε) ≍ε exp
1
2

∑
i<j

(vi − vj)T .

More precisely, there exist absolute constants c1, c2 > 0 such that for all T
large enough depending on n and ε,(

2ε
(n−1)3n

)n−1
e
1
2
∑

i<j(vi−vj)T
(
1− c1

n
ε e

−δvT
)
≤ #QT (v,m; ε)

≤ (2ε)n−1 n! e
1
2
∑

i<j(vi−vj)T
(
1 + c2

n
ε e

−δvT
)

and(
2ε

(n−1)3n

)n−1
e
1
2
∑

i<j(vi−vj)T
(
1− c1

2n

ε e
−min(δv ,ηv)T

)
≤ #Qirr

T (v,m; ε)

≤ (2ε)n−1 n! e
1
2
∑

i<j(vi−vj)T
(
1 + c2

2n

ε e
−min(δv ,ηv)T

)
where ηv > 0 is defined in (2.15).

3Throughout the paper, irreducible means irreducible over Z
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This theorem follows from three lemmas 2.4, 2.5 and 2.8 below.
To motivate Definition 2.3, let us first examine the size of each coefficient

of the following reference polynomial

qT (x) = qTv,m(x) :=

n∏
i=1

(x−mie
Tvi). (2.3)

Writing qT (x) =
∑n

k=0(−1)n−kbn−kx
k = xn − b1x

n−1 + b2x
n−2 − · · · +

(−1)nbn, Vieta’s formulas give:

bi =
∑

S⊂{1,...,n}
|S|=i

(∏
j∈S

mj

)
eT

∑
j∈S vj 1 ≤ i ≤ n.

Therefore, for any 0 < ε < 1, there exists T1 = T1(v, ε) > 0 such that for
all T ≥ T1 and all 1 ≤ i ≤ n,

(1− ε)eT (v1+···+vi) ≤ biMi ≤ (1 + ε)eT (v1+···+vi)

where Mi =
∏i

j=1mj .

Definition 2.3. For 0 < ε < 1, let PT (v,m; ε) be the set of all monic
integral polynomials

p(x) =
n∑

i=0

(−1)n−ian−ix
i

such that for all 1 ≤ i ≤ n,

(1− ε)eT (v1+···+vi) ≤ aiMi ≤ (1 + ε)eT (v1+···+vi). (2.4)

We also define P′
T (v,m; ε) to be the set of all monic integral polynomials

p(x) =
∑n

i=0(−1)n−ian−ix
i such that for all 1 ≤ i ≤ n,

(1− (i+ 1)ε)eT (v1+···+vi) ≤ aiMi ≤ (1 + (i+ 1)ε)eT (v1+···+vi). (2.5)

Note that for all 0 < ε < 1/(n+1), any p ∈ P′
T (v,m; ε) satisfies an =Mn.

Throughout the paper, we repeatedly use the following simple identity:
n−1∑
i=1

(v1 + · · ·+ vi) =
1
2

∑
1≤i<j≤n

(vi − vj) =
n−1∑
i=1

(n− i)vi (2.6)

where
∑n

i=1 vi = 0 is used.
We immediately get the following by counting integral vectors in the axis-

parallel boxes given by (2.4) and (2.5) from the classical theorem of Daven-
port [8]. Recall the constant δv > 0 from (2.2).

Lemma 2.4. For any 0 < ε < 1
n+1 and T > 1 large enough, we have we

have

(2ε)n−1e
1
2
∑

i<j(vi−vj)T
(
1− n

ε e
−δvT

)
≤ #PT (v,m; ε)

≤ (2ε)n−1e
1
2
∑

i<j(vi−vj)T
(
1 + n

ε e
−δvT

)
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and

(2ε)n−1n!e
1
2
∑

i<j(vi−vj)T
(
1− n

ε e
−δvT

)
≤ #P′

T (v,m; ε)

≤ (2ε)n−1n!e
1
2
∑

i<j(vi−vj)T
(
1 + n

ε e
−δvT

)
Proof. Davenport’s theorem [8] gives that for any axix-parallel box B =∏d

i=1[ai, bi] ⊂ Rd,

|#(B ∩ Zd)− Vol(B)| ≤
d∑

i=1

∏
j ̸=i

(bj − aj) =

d∑
i=1

vol(B)

bi − ai
. (2.7)

Setting Ei = e(v1+···+vi)T and B =
∏n−1

i=1 [(1 − ε)Ei, (1 + ε)Ei], the number
#PT (v,m; ε) is same as #(Zn−1 ∩ B) and hence the first claim follows by
(2.6) and (2.7). The second claim follows similarly. □

Lemma 2.5 (Root approximation). Let cn = (n − 1)3n. For any 0 < ε <
1/(4cn), there exists T0 = T0(v, ε) ≥ 1 such that for all T ≥ T0, every
polynomial p ∈ PT (v,m; ε) has n-distinct real roots x1, · · · , xn with

|xi −mie
Tvi | ≤ cnεe

Tvi for all i = 1, · · · , n. (2.8)

Conversely, any monic polynomial p ∈ Z[x] with roots x1, · · · , xn satisfy-
ing (2.8) belongs to P′

T (v,m; ε).
In other words, for all T sufficiently large,

PT (v,m;
ε

cn
) ⊂ QT (v,m; ε) ⊂ P′

T (v,m; ε).

Proof. The second statement is a simple consequence of Vieta’s formulas.
Let wi =

∑i
j=1 vj for each 1 ≤ i ≤ n − 1. Let qT be as in (2.3) so that

qT (x) =
∑n

i=0(−1)n−ibn−ix
i. So for all T ≥ T1(v, ε) and for all 1 ≤ i ≤ n−1,

eTwi−ε ≤ biMi ≤ eTwi+ε.

By increasing T1 if necessary, we may assume that eTvi ≥ 3eTvi+1 and eTwi ≥
3eTwi+1 for all i. Consequently |eTvi − eTvi+1 | ≥

(
2
3

)
eTvi .

Fix 0 < ε < (4cn)
−1. Then we have

3(n− 1)(1 + cnε)
n−1 < cn(2/3− cnε)

n−1. (2.9)

To check this, we note that f(ε) = 3(n−1)(1+cnε)n−1

cn(2/3−cnε)n−1 is a strictly increasing
function on the interval (0, (4cn)−1) and f((4cn)−1) = 1.

For each 1 ≤ j ≤ n, consider the discs

Dj = {x ∈ C : |x−mje
Tvj | ≤ cnεe

Tvj}.

Since cnε ≤ 1/4, we have (1+ cnε)e
Tvj+1 < (1− cnε)e

Tvj for all j and hence
these discs are pairwise disjoint.
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Let pT (x) =
∑n

i=0(−1)n−ian−ix
i be a polynomial in PT (v,m; ε). We

claim that for all T sufficiently large, pT (x) has precisely one root inside
each disc Dj . Write

∆T (x) := qT (x)− pT (x) =

n−1∑
i=1

(−1)n−i(bn−i − an−i)x
i.

From (2.4), |bn−i − an−i| ≤ 3ε eTwn−i . Hence for all x ∈ ∂Dj , we have

|∆T (x)| ≤ 3ε
(
1 + cnε

)n−1
n−1∑
i=1

eTwn−i+iTvj . (2.10)

On the other hand,

|qT (x)| =
n∏

i=0

|x−mie
Tvi | = cnεe

Tvj
∏
i<j

|x−mie
Tvi | ·

∏
i>j

|x−mie
Tvi |.

For i < j,

|x−mie
Tvi | ≥ |mie

Tvi−mje
Tvj |−|x−mje

Tvj | ≥ 2

3
eTvi−cnεeTvj ≥ (

2

3
−cnε)eTvi .

For i > j, we similarly have

|x−mie
Tvi | ≥ (

2

3
− cnε)e

Tvj .

Hence

|qT (x)| ≥ cnε

(
2

3
− cnε

)n−1

eT (
∑

i<j vi)+(n−j+1)Tvj . (2.11)

Let

S(T, j) =

n−1∑
i=1

eTwn−i+iTvj and R(T, j) = eT (
∑

k<j vk)+(n−j+1)Tvj .

Let

∆i,j =

∑
k<j

vk + (n− j + 1)vj

− (v1 + · · ·+ vn−i + ivj)

so that
S(T, j)

R(T, j)
=

n−1∑
i=1

e−T∆i,j . (2.12)

We check that ∆i,j ≥ 0 by writing

∆i,j =

{
(n− i− (j − 1))vj − (vj + · · ·+ vn−i) ≥ 0 if n− i ≥ j − 1,
(vn−i+1 + · · ·+ vj−1)− ((j − 1)− (n− i))vj ≥ 0 otherwise.

(2.13)
Hence by (2.12), we have

S(T, j)

R(T, j)
≤ n− 1.
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Therefore by (2.10) and (2.11), and since ε satisfies (2.9), we get that for all
x ∈ ∂Dj ,

|∆T (x)| ≤ 3ε(1 + cnε)
n−1S(T, j) ≤ (n− 1)3ε(1 + cnε)

n−1R(T, j)

< cnε(2/3− cnε)
n−1R(T, j) ≤ |qT (x)|,

and hence
|∆T (x)| < |qT (x)|.

Hence by Rouché’s theorem (cf. [2]), two polynomials qT (x) and pT (x) have
the same number of zeros (counted with multiplicity) inside each Dj . Since
Dj are pairwise disjoint and qT has exactly one root in each Dj , the same
holds for pT . Since pT has real coefficients and each Dj is invariant under
complex conjugation, pT (x) has one real root xj such that

|xj −mje
Tvj | ≤ cnεe

Tvj .

Hence pT ∈ QT (v,m; cnε). This finishes the proof. □

Denote by Disc(p) =
∏

i ̸=j(xi − xj) =
∏

i<j(xi − xj)
2 the discriminant

of a polynomial p with roots x1, · · · , xn. For the polynomial qTv,m(x) =∏n
i=1(x−mie

Tvi), its discriminant Disc(qTv,m) satisfies

Disc(qTv,m) = e(
∑

1≤i<j≤n vi)T (1 +O(e−ηT )
)

for some η > 0

and hence
lim
T→∞

1
T logDisc(qTv,m) =

∑
i<j

(vi − vj).

The following is a simple consequence of Lemma 2.5:

Corollary 2.6. For all small ε > 0, there exist T0 = T0(v, ε) > 0 such that
for all T ≥ T0, every polynomial pT ∈ PT (v,m; ε) satisfies

(1− Cnε)e
∑

i<j(vi−vj)T ≤ Disc(pT ) ≤ (1 + Cnε)e
∑

i<j(vi−vj)T

where Cn = n(n− 1)/2. In particular,

lim
T→∞

1
T logDisc(pT ) =

∑
i<j

(vi − vj).

We will need the following estimates in the next lemma 2.8:

Lemma 2.7. Let {1, . . . , n} = S1 ⊔ S2 be a partition into two non-empty
subsets so that

∑
i∈Sj

vi = 0 for j = 1, 2. Writing S1 = {i1 < · · · < iℓ1} and

S2 = {j1 < · · · < jℓ2} with ℓ1 + ℓ2 = n, we have

ℓ1−1∑
k=1

(vi1 + · · ·+ vik) +

ℓ2−1∑
k=1

(vj1 + · · ·+ vjk) <

n−1∑
k=1

(v1 + · · ·+ vk) .
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Proof. We first rewrite the right hand side (RHS) as
n−1∑
k=1

(v1 + · · ·+ vk) =
n−1∑
k=1

k∑
i=1

vi =
n−1∑
i=1

(n− i) vi =
∑

1≤i<j≤n

vi.

Similarly, the left hand side, for each j = 1, 2,
ℓj−1∑
k=1

(vi1 + · · ·+ vik) =
∑

i<j,i,j∈Sj

vi,

and hence
LHS =

∑
i<j,i,j in the same S∗

vi.

Set

Dv(S1, S2) :=

n−1∑
k=1

(v1+· · ·+vk)−

(
ℓ1−1∑
k=1

(vi1 + · · ·+ vik) +

ℓ2−1∑
k=1

(vj1 + · · ·+ vjk)

)
.

(2.14)
Hence

Dv(S1, S2) = (RHS) − (LHS) =
∑

i<j,S(i)̸=S(j)

vi,

where S(i) denotes the block containing i. Add the same pairs with the
complementary index:∑

i<j,S(i)̸=S(j)

(vi + vj) = |S2|
∑
i∈S1

vi + |S1|
∑
j∈S2

vj = 0,

because each block has total sum 0. Hence Dv(S1, S2) = −
∑

i<j,S(i)̸=S(j) vj ;
so

2Dv(S2, S2) =
∑

i<j,S(i) ̸=S(j)

(vi − vj).

Since v1 > · · · > vn, every difference vi − vj (i < j) is strictly positive.
There is at least one cross pair (the blocks are non-empty), so Dv(S1, S2) >
0. □

Define
ηv := minDv(S1, S2) > 0 (2.15)

where Dv(S1, S2) is as in (2.14) and the minimum is taken over all non-trivial
partitions of {1, · · · , n} = S1⊔S2. The function v 7→ ηv is clearly continuous
on H+ and hence minv∈Q ηv > 0 for any compact subset Q ⊂ H+.

Lemma 2.8. Let 0 < ε < 1. As T → ∞, the proportion of irreducible
polynomials in PT (v,m; ε) tends to 1 exponentially fast: there exists T0 =
T0(n, ε) such that for all T ≥ T0,

#{p ∈ PT (v,m; ε) irreducible} = #PT (v,m; ε) ·
(
1 +O(2nε−1e−ηvT )

)
where the implied constant is an absolute constant. The same type of estimate
holds for P′

T (v,m; ε).
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Proof. Let T ≥ T0(v, ε) be as in Lemma 2.5. For any p ∈ PT (v,m; ε), by
Lemma 2.5, p has distinct roots x1, · · · , xn such that |xi−mie

Tvi | ≤ cnεe
Tvi

for each 1 ≤ i ≤ n. Suppose that p ∈ PT (v,m; ε) is reducible over Z. We
then have a partition of {1, · · · , n} as the disjoint union S1⊔S2 of non-empty
subsets such that p(x) = f1(x)f2(x) where fj(x) =

∏
k∈Sj

(x−xk) ∈ Z[x] for
j = 1, 2. List elements of Sj as j1 > j2 > · · · > jℓj . Let uj = (vj1 , · · · , vjℓj )
and M ′

j = (mj1 , · · · ,mjℓj
). It follows that

fj ∈ PT (uj ,M
′
j ; ε).

Hence for all sufficiently large T , by Lemma 2.4, for all sufficiently large
T ≥ 1, we have

#PT (uj ,M
′
j ; ε) ≤ 2(2ε)ℓj−1eT

∑ℓj−1

k=1 (vj1+···+vjk ).

Since the constant terms of f1 and f2 are ±1, we have
∑

i∈Sj
vi = 0. By

Lemma 2.7, we have

ℓ1−1∑
k=1

(v11 + · · ·+ v1k) +

ℓ2−1∑
k=1

(v21 + · · ·+ v2k) <
n−1∑
k=1

(v1 + · · ·+ vk),

that is, Dv(S1, S2) > 0. Therefore we have

#PT (u1,M
′
1; ε) ·#PT (u2,M

′
2; ε)

#PT (v,m; ε)
≤ 8ε−1e−Dv(S1,S2)T .

Since this holds for any non-trivial partition of {1, · · · , n} into two non-
empty subsets and there are at most 2n−1 number of such partitions, this
proves the first claim by the definition of ηv. The proof for P′

T (v,m; ε) is
similar. □

Proof of Theorem 2.2. The first claim follows from Lemma 2.4 and Lemma
2.5. By Lemma 2.5 and Lemma 2.8, for all T sufficiently large, the cardinality
of the set of reducible polynomials in QT (v,m; ε) is at most c2nε−1e−ηvT ·
#QT (v,m; ε) for some absolute constant c > 0. Hence the second claim
follows from this and the first claim. □

3. Directional entropy of totally real algebraic units

We now apply our polynomial analysis to compute the directional entropy
for totally real units of degree n. Fix v ∈ H+ and a sign pattern m =
(m1, · · · ,mn) ∈ {±1}n. We use the notation Kn, O

×
n ,ΣK , etc. from the

introduction. For simplicity, for u ∈ (O×
K , σ), we write ∥σ(u)−meTv∥ ≤ εeTv

to mean that |σi(u)−mie
Tvi | < εeTvi ∀i. For each T > 1, define

UT (v,m; ε) =
⋃

(K,σ)∈Kn

{
u ∈ (O×

K , σ) : ∥σ(u)−meTv∥ ≤ εeTv
}
.



16 HEE OH

Let Uprim
T (v,m; ε) be the set of all u ∈ (O×

K , σ), (K,σ) ∈ Kn, such that the
field Q(u) has degree n, or equivalently, p(x) =

∏n
i=1(x−σi(u)) is irreducible

over Z for σ = (σ1, · · · , σn).

Lemma 3.1. Let 0 ≤ ε < 1/2. Then for all sufficiently large T > 1, we
have

UT (v,m; ε) = Uprim
T (v,m; ε).

Proof. If u ∈ UT (v,m; ε) ∩ (O×
K , σ) is non-primitive, then there is a sub-

field K0 of K of degree 1 < m < n such that u ∈ O×
K0

and each of the
m-embeddings K0 ↪→ R extends to precisely n/m-embeddings to K into
R. Therefore for some i < j, σi(u) = σj(u). This implies that |mie

Tvi −
mje

Tvj | ≤ εeTvi . Since vi > vj and hence |mie
Tvi − mje

Tvj | = eTvi(1 ±
eT (vj−vj)) ≥ eTvi/2 for all sufficiently large T , u cannot be non-primitive if
T is large enough. □

Proposition 3.2. Let v ∈ H+. For all small ε > 0, we have(
2ε

(n−1)3n

)n−1
≤ lim inf

T→∞

#UT (v,m; ε)

e
1
2
∑

i<j(vi−vj)T
≤ lim sup

T→∞

#UT (v,m; ε)

e
1
2
∑

i<j(vi−vj)T
≤ (2ε)n−1 n! .

More precisely, there exist absolute constants c1, c2 > 0 such that for all large
T > 1 depending on n and ε, we have(

2ε
(n−1)3n

)n−1
e
1
2
∑

i<j(vi−vj)T
(
1− c12

nε−1e−min(δv ,ηv)T
)
≤ #UT (v,m; ε)

≤ (2ε)n−1 n! e
1
2
∑

i<j(vi−vj)T
(
1 + c22

nε−1e−min(δv ,ηv)T
)

where v 7→ δv and v 7→ ηv are positive continuous functions given in (2.2)
and (2.15) respectively.

Proof. Let ε > 0 and T ≥ T0(v, ε) as in Lemma 2.5. Let p ∈ Qirr
T (v,m; ε),

and let K be its splitting field, which must be a totally real number field of
degree n. Let x1, · · · , xn be the roots of p ordered so that |x1| > · · · > |xn|.
Since xi ∈ OK and

∏n
i=1 xi =

∏n
i=1mi = ±1, there exists a unit u ∈ O×

K
and σ = (σ1, · · · , σn) ∈ ΣK such that K = Q(u) and xi = σi(u). Hence

#Qirr
T (v,m; ε) ≤ #Uprim

T (v,m; ε).

Conversely, let u ∈ Uprim
T (v,m; ε)∩ (O×

K , σ). Setting p(x) =
∏
(x−σi(u)),

we have p ∈ Qirr
T (v,m;O(ε)). Moreover, this map is injective for T large

enough. To see this, suppose that there exist u ∈ UT (v,m; ε)prim ∩ (O×
K , σ)

and u′ ∈ UT (v,m; ε)prim ∩ O×
K′ , σ′) such that p(x) = q(x) where p(x) =∏

(x − σi(u)) and q(x) =
∏
(x − σ′i(u

′)). Since K and K ′ must be the
splitting fields of p and q respectively, K = K ′ and {σ′i(u′) : i = 1, · · · , n} =
{σi(u) : i = 1, · · · , n}. Since the intervals (Tvi − ε, Tvi + ε) are pairwise
disjoint once T is sufficiently big, and log σi(u), log σ

′
i(u

′) ∈ (Tvi−ε, Tvi+ε)
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for all T sufficiently large, we must have σi(u) = σ′i(u
′) for all 1 ≤ i ≤ n.

Hence for all sufficiently large T ≫ 1,

#Uprim
T (v,m; ε) ≤ #Qirr

T (v,m; ε).

Therefore the claim follows from Lemma 3.1 and Theorem 2.2. □

Observe that once T is sufficiently large depending only on v and ε, the
sets UT (v,m; ε), m ∈ {±1}n, are pairwise disjoint. Since

{u ∈ O×
n : ∥Λ(u)− Tv∥ ≤ ε} =

⊔
m∈{±1}n

UT (v,m; ε),

Theorem 1.1 follows from Proposition 3.2.
Define

En(v,m) = lim
ε→0

lim
T→∞

1

T
log#UT (v,m; ε),

if the limit exists. As an immediate consequence of Proposition 3.2, we have:

Theorem 3.3. We have

En(v,m) = 1
2

∑
i<j

(vi − vj).

4. Eigenvalue entropy of SLn(Z)

In this section, we count the eigenvalue patterns of SLn(Z) that lie in a
thin tube around a fixed ray, invoking Theorem 2.2.

Fix v ∈ H+ and a sign patternm = (m1, · · · ,mn) ∈ {±1}n with
∏n

i=1mi =
1. Let

ρSLn(v) =
1

2

∑
i<j

(vi − vj);

be the half-sum of all positive roots of SLn(R). For each loxodromic ele-
ment g ∈ SLn(R), let E(g), λ(g) and m(g) be its eigenvalue pattern, Jordan
projection and sign pattern as defined in (1.1) and (1.2). Set

JT (v,m; ε) := #
{
(λ(γ),m(γ)) : γ ∈ SLn(Z), ∥λ(γ)−Tv∥max ≤ ε,m(γ) = m

}
.

Theorem 4.1. For all small ε > 0, we have(
2ε

(n−1)3n

)n−1
≤ lim inf

T→∞

#JT (v,m; ε)

eρSLn (v)T
≤ lim sup

T→∞

#JT (v,m; ε)

eρSLn (v)T
≤ (2ε)n−1n!.

In particular,
ESLn(Z)(v,m) = ρSLn(v). (4.1)

Proof. There exists T1 = T1(v, ε) > 0 such that for all T ≥ T1 and for each
(λ(γ),m(γ)) ∈ JT (v,m; ε), the polynomial p(x) =

∏
(x − mi(γ)e

λi(γ)) be-
longs to QT (v,m; ε). Since this gives an injective map, we have #JT (v,m; ε) ≤
#QT (v,m; ε).
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Let f ∈ QT (v,m; ε) =
∑n

i=0(−1)n−ian−ix
i. Consider the companion

matrix of f :

Cf =


0 0 · · · 0 (−1)n+1an
1 0 · · · 0 (−1)nan−1

0 1
. . .

...
...

...
. . . . . . 0 −a2

0 · · · 0 1 a1


Since det Cf = an =

∏n
i=1mi = 1, we have Cf ∈ SLn(Z). If x1, · · · , xn

are distinct real roots of f ordered so that |x1| > · · · > |xn|, then

|xi −mie
Tvi | ≤ εeTvi , 1 ≤ i ≤ n.

Therefore ∥λ(Cf ) − Tv∥ ≤ ε and m(Cf ) = m. Hence the assignment f 7→
(λ(Cf ),m(Cf )) gives a map from the set QT (v,m; ε) to JT (v,m; ε). Since
(λ(Cf ),m(Cf )) describes all roots of f , this map is also injective. Therefore
#JT (v,m; ε) ≥ #QT (v,m; ε). Hence the claim follows from Theorem 2.2.

□

The lower bound stated below follows directly from Theorem 4.1 and the
corresponding upper bound will be proved in Theorem 6.2 in a more general
setting.

Theorem 4.2. For each v ∈ H+, each sign pattern m ∈ {±1} with
∏n

i=1mi =
1, and ε > 0, there exist C1, C2 > 0 such that

C1e
ρSLn (v)T ≤ #

{
[γ] ∈ [SLn(Z)] : ∥λ(γ)−Tv∥ ≤ ε,m(γ) = m

}
≤ C2e

2ρSLn (v)T .

In particular,

ρSLn(v) ≤ E⋆SLn(Z)(v,m) ≤ E
⋆
SLn(Z)(v,m) ≤ 2ρSLn(v). (4.2)

Corollary 4.3. Let ∥ · ∥ be a norm on Rn. Let v = v∥·∥ ∈ H+ be a unit
vector such that max∥v∥=1 ρSLn(v) = ρSLn(v∥·∥). There exists C > 0 such
that that for all T > 1,

#{[γ] ∈ [SLn(Z)] : ∥λ(γ)∥ < T, γ ∈ SLn(Z)} ≥ CeρSLn (v∥·∥)T .

(1) For the Euclidean norm ∥ · ∥Euc, ρSLn(v∥·∥Euc
) =

√
n(n2−1)

12 .
(2) For the maximum norm ∥ · ∥max, ρSLn(v∥·∥max

) is ⌊n2/4⌋.

Proof. Let N(T ) := #{λ(γ) : γ ∈ SLn(Z), ∥λ(γ)∥ < T}. Since

N(T ) ≥ #Jm,T−ε(v∥·∥, ε)

for any sign pattern m with
∏
mj = 1, the desired lower bound for N(T )

follows from Theorem 4.1.
Since 2ρSLn(v) =

∑n
k=1(n+1−2k)vk, its maximum on the unit sphere (for

the Euclidean norm) is attained in the direction of (n + 1 − 2k)nk=1. Hence
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if we write v∥·∥Euc
= (v∗1, · · · , v∗n), then

v∗k =
n+ 1− 2k√
n(n2 − 1)/3

, and ρSLn(v∥·∥Euc
) =

√
n(n2 − 1)

12
. (4.3)

For the maximum norm, v∥·∥max
is given by vk = 1 whenever n+ 1− 2k > 0

and vk = −1 whenever n + 1 − 2k < 0 and vk = 0 if 2k = n + 1. Then
for n = 2m, 2ρSLn(∥v∥max) =

∑m
k=1(2m + 1 − 2k) +

∑2m
k=m+1(2m + 1 −

2k)(−1) = 2m2 = n2/2, and for n = 2m+ 1, 2ρSLn(∥v∥max) = m(m+ 1) =
(n2 − 1)/2. □

5. Reciprocal polynomials and Counting for Sp2n(Z)

In this section, we investigate directional entropies for the symplectic lat-
tice Sp2n(Z). Our estimates rely on the anaylsis of reciprocal polynomials.

Reciprocal polynomials. A monic polynomial p ∈ R[x] of degree 2n is
called reciprocal (also called palindromic) if

p(x) = x2np(x−1).

Equivalently,

p(x) =

2n∑
k=0

(−1)2n−ka2n−k x
k, a0 = a2n = 1, ai = a2n−i (1 ≤ i ≤ n);

or

p(x) =

n∏
i=1

(
x− xi

)(
x− x−1

i

)
, x1, . . . , xn ∈ C− {0}.

Let

a+ = {v = diag(v1, · · · , vn,−vn, · · · ,−v1) : v1 ≥ · · · ≥ vn ≥ 0}.

Fix
v ∈ int a+ and m = (m1, · · · ,mn) ∈ {±1}n.

Definition 5.1. Let ε > 0 and T > 1. Let Q∗
T (v,m; ε) (resp. Q∗,irr

T (v,m; ε))
be the set of all monic integral (resp. irreducible) reciprocal polynomials with
roots x1, · · · , xn, x−1

1 , · · · , x−1
n such that for all i = 1, · · · , n,

|xi −mie
Tvi | ≤ εeTvi , |x−1

i −mie
−Tvi | ≤ εe−Tvi .

Set

ρ∗(v) =
n∑

i=1

(v1 + · · ·+ vi) =

n∑
i=1

(n+ 1− i)vi.

The following theorem is a direct combination of Lemma 5.3, Corollary 5.4
and Lemma 5.5:
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Theorem 5.2. Let ε > 0. As T → ∞,

#Q∗
T (v,m; ε) ≍ε e

ρ∗(v)T ;

more precisely,(
2ε

(2n−1)32n

)n
≤ lim inf

T→∞

#Q∗
T (v,m; ε)

eρ∗(v)T
≤ lim sup

T→∞

#Q∗
T (v,m; ε)

eρ∗(v)T
≤ (2ε)n(n+1)!.

Moreover,
#Q∗,irr

T (v,m; ε) = #Q∗
T (v,m; ε)(1 +O(e−ηT ))

for some η > 0 depending only on v.

For T > 1, define the model polynomial

qTv(x) =
n∏

i=1

(x−mie
Tvi)(x−mie

−Tvi) =

2n∑
k=0

(−1)2n−kb2n−kx
k.

Then for any ε > 0, and sufficiently large T ≫ 1, we have that b0 = 1 = b2n,
bi = b2n−i and

(1− ε)eT (v1+···+vi) ≤ biMi ≤ (1 + ε)eT (v1+···+vi) for all 1 ≤ i ≤ n

where Mi =
∏i

j=1mi.
Let P∗

T (v,m; ε) be the set of all monic reciprocal polynomials

p(x) =

2n∑
k=0

(−1)2n−ka2n−kx
k ∈ Z[x]

such that

(1− ε)eT (v1+···+vi) ≤ aiMi ≤ (1 + ε)eT (v1+···+vi) for all 1 ≤ i ≤ n.

Let P∗∗
T (v,m; ε) be defined by the condition that

(1−(i+1)ε)eT (v1+···+vi) ≤ aiMi ≤ (1+(i+1)ε)eT (v1+···+vi) for all 1 ≤ i ≤ n.

Clearly we have:

Lemma 5.3. For all sufficiently small ε > 0, we have, as T → ∞,

#P∗
T (v,m; ε) ∼ (2ε)neρ

∗(v)T and #P∗
T (v,m; ε) ∼ (2ε)n(n+ 1)!eρ

∗(v)T .

The following follows from Lemma 2.5:

Corollary 5.4 (Root approximation). For all sufficiently small ε > 0, there
exists T0 = T0(v, ε) > 1 such that for all T ≥ T0, we have

P∗
T (v,m;

ε

c2n
) ⊂ Q∗

T (v,m; ε) ⊂ P∗∗
T (v,m; ε)

where c2n = (2n− 1)32n.

Lemma 5.5. For all sufficiently small ε > 0, there is η > 0 depending only
on v such that for all T large enough, we have

#{p ∈ P∗
T (v,m; ε) irreducible}
#P∗

T (v,m; ε)
= 1 +O(e−ηT ).
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Proof. Suppose that p ∈ P∗
T (v,m; ε) is reducible. Because p is reciprocal,

every irreducible factor f of p forces its reciprocal f∗(x) = xdeg f f(x−1) to
be a factor as well.

Consider first those p that factor as p = f ·f∗ with f irreducible of degree n.
Write the roots of p as xi = mie

Tvi
(
1+O(ε)

)
and x−1

i = mie
−Tvi

(
1+O(ε)

)
,

1 ≤ i ≤ n. Since the constant term of f must be ±1, if we set P = {i :
f(xi) = 0} = {j1 < · · · < jℓ}, then 1 ≤ ℓ < n. By Vieta’s formula, the k-th
coefficient of f is bounded by exp ((vj1 + · · ·+ vjk)T ), up to a multiplicative
constant. Taking the product over k = 1, · · · , ℓ, the coefficient box for
f has volume at most a constant multiple of exp

∑ℓ
k=1(vj1 + · · · + vjk).

Because ℓ < n and v1 > · · · > vn > 0, we have
∑ℓ

k=1(vj1 + · · · + vjk) ≤∑n
k=1(v1 + · · ·+ vk)− vn = ρ∗(v)− vn. Hence

#{p with the factorization p = f f∗} ≪ e(ρ
∗(v)−vn)T . (5.1)

All remaining reducible polynomials split as

p(x) = f1(x) f2(x), deg fj = 2sj , 1 ≤ sj ≤ n− 1, s1 + s2 = n,

with each fj itself a monic reciprocal polynomial in Z[x].
Let S ⊂ {1, . . . , n} record which conjugate-pairs {xi, x−1

i } of roots of f1
in decreasing modulus. Writing S = {i1 > · · · > is1}, we obtain

f1 ∈ P∗
T

(
u1,M

′
1; ε
)
, f2 ∈ P∗

T

(
u2,M

′
2; ε
)
,

where uj collects the v-coordinates indexed by S and its complement, and
M ′

j the corresponding sign patterns.
By Lemma 5.3, we get

#
{
p ∈ P∗

T (v,m; ε) encoded by S
}

≪ e

(
ρ∗(u1)+ρ∗(u2)

)
T . (5.2)

We claim that

∆(S) := ρ∗(v)−
(
ρ∗(u1) + ρ∗(u2)

)
> 0.

Write w = (n, n − 1, . . . , 1) so that ρ∗(v) = w ·v. Inside the factors fj
the largest coefficient weight drops from n to at most n− 1, while no weight
increases. Because v1 > · · · > vn, we get w·v > w′·v, where w′ is the modified
weight-vector attached to (u1, u2), implying the claim.

It now follows that

#
{
p ∈ P∗

T (v,m; ε) reducible
}

≪ e(ρ
∗(v)−η)T

where η := minS ∆(S) > 0. Combined with Lemma 5.3, this completes the
proof. □

Jordan projections of Sp2n(Z). Let

G = Sp2n(R) = {g ∈ SL2n(R) : gtJng = Jn} Jn =
(

0 Īn
−Īn 0

)
(5.3)

where Īn is the anti-diagonal identity matrix.
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Then a+ is a positive Weyl chamber. For a loxodromic element g ∈ G, its
Jordan projection is given by

λ(g) = (λ1(g), · · · , λn(g),−λn(g), · · · ,−λ1(g)) ∈ int a+

and its eigenvalue datum is

E(g) = (m1(g)e
λ1(g), · · · ,mn(g)e

λn(g),mn(g)e
−λn(g), · · · ,m1(g)e

−λ1(g))

where mi(g) ∈ {±1}, 1 ≤ i ≤ n.

Theorem 5.6. ([33], [20], [1]) Every integral monic reciprocal polynomial is
the characteristic polynomial of some element of Sp2n(Z).

We define ESp2n(Z)(v,m) and E⋆
Sp2n(Z)

(v,m) exactly as in Definition 1.8,
replacing SLn(Z) by Sp2n(Z) throughout.

Observe that

ρ∗(v) = ρSp2n(v) =

n∑
i=1

(n+ 1− i)vi

where ρSp2n is the half-sum of all positive roots of (sp2n(R), a).

Theorem 5.7. Let v ∈ int a+ and m = (m1, . . . ,mn) ∈ {±1}n. For ε > 0,
set

JSp
T (v,m; ε) :=

{
(λ(γ),m(γ)) : γ ∈ Sp2n(Z), ∥λ(γ)−Tv∥max ≤ ε, m(γ) = m

}
.

For all sufficiently small ε > 0, we have(
2ε

(2n− 1)32n

)n

≤ lim inf
T→∞

#JSp
T (v,m; ε)

eρSp2n (v)T
≤ lim sup

T→∞

#JSp
T (v,m; ε)

eρSp2n (v)T
≤ (2ε)n(n+1)!.

Consequently
ESp2n(Z)(v,m) = ρSp2n(v).

Proof. For (λ(γ),m(γ)) ∈ JSp
T (v,m; ε), set

p(x) =
n∏

i=1

(
x−mie

λi(γ)
)(
x−mie

−λi(γ)
)

∈ Q∗
T (v,m; ε).

The assignment (λ(γ),m(γ)) 7→ p(x) is injective, so

#JSp
T (v,m; ε) ≤ #Q∗

T (v,m; ε).

Conversely, if p ∈ Q∗
T (v,m; ε), then Theorem 5.6 and Corollary 5.4 pro-

duce a γ ∈ Sp2n(Z) with (λ(γ),m(γ)) ∈ JSp
T (v,m; ε). The map p 7→

(λ(γ),m(γ)) is injective, hence

#Q∗
T (v,m; ε) ≤ #JSp

T (v,m; ε).

Hence the claim follows from Theorem 5.2. □

The lower bound below follows directly from the above theorem and the
upper bound will be proved in Theorem 6.2.
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Theorem 5.8. Let v ∈ int a+ and m = (m1, . . . ,mn) ∈ {±1}n. For every
0 < ε < 1, there exist C1, C2 > 0 such that

C1e
ρSp2n (v)T ≤ #

{
[γ] ∈ [Sp2n(Z)] : ∥λ(γ)−Tv∥ ≤ ε,m(γ) = m

}
≤ C2e

2ρSp2n (v)T .

In particular,

ρSp2n(v) ≤ E⋆Sp2n(Z)(v,m) ≤ E
⋆
Sp2n(Z)(v,m) ≤ 2ρSp2n(v). (5.4)

In [32], Yang establishes a bijection between the set of Sp2n(Z)–conjugacy
classes and a distinguished subset of units of degree 2n. Through this corre-
spondence, Theorem 5.8 can be viewed as a result about the growth of that
collection of algebraic units.

6. Upper bound for E⋆
Γ for a general lattice

Let G be a connected semisimple real algebraic group. Fix a Cartan
involution so that g = k ⊕ p is the decomposition into ±1 eigenspaces. Let
K < G be the maximal compact subgroup with Lie algebra k, and let a ⊂ p
be a maximal abelian subalgebra with closed positive chamber a+. Let ρG
denote the half-sum of all positive roots of (g, a).

Write A = exp a, A+ = exp a+, and let M = ZK(A). Every g ∈ G
decomposes as a commuting product g = ghgegu of hyperbolic, elliptic and
unipotent elements, and the hyperbolic part gh is G-conjugate to a unique
element expλ(g) ∈ A+; we call λ(g) the Jordan projection. If λ(g) ∈ int a+

we say g is loxodromic; then gu is the identity and ge is conjugate to an
element m(g) ∈ M , unique up to M -conjugacy. We denote by [Γ]lox the set
of Γ-conjugacy classes of all loxodromic elements of Γ.

Definition 6.1 (Directional entropy for Γ). Let Γ < G be a lattice. Let
∥ · ∥ be any norm on a. For any vector v ∈ int a+, define the directional
Jordan-entropy functions by

EΓ(v) := ∥v∥·lim
ε→0

lim sup
T→∞

logNε(T, v)

T
, EΓ(v) := ∥v∥·lim

ε→0
lim inf
T→∞

logNε(T, v)

T

where Nε(T, v) = #
{
λ(γ) : γ ∈ Γ : ∥λ(γ)− R+v∥ ≤ ε, ∥λ(γ)∥ ≤ T}.

Similarly,

E
⋆
Γ(v) := ∥v∥·lim

ε→0
lim sup
T→∞

logMε(T, v)

T
, E⋆Γ(v) := ∥v∥·lim

ε→0
lim inf
T→∞

logMε(T, v)

T

where Mε(T, v) := #
{
[γ] ∈ [Γ] : ∥λ(γ) − R+v∥ ≤ ε, ∥λ(γ)∥ ≤ T

}
. These

definitions are independent of the choice of a norm. When the lower and
upper values coincide, we write EΓ(v) and E⋆Γ(v), respectively.

Theorem 6.2. For all v ∈ int a+ and ε > 0, there exists C > 0 such that
for all T ≥ 1,

#
{
[γ] ∈ [Γ] : ∥λ(γ)− R+v∥ ≤ ε, ∥λ(γ)∥ ≤ T

}
≤ Ce2ρG(v)T .
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In particular,
E
⋆
Γ(v) ≤ 2ρG(v).

Cartan counting and Upper bound. Let µ(g) ∈ a+ denote the Cartan
projection of g ∈ G, i.e. the unique element with

g ∈ Keµ(g)K.

If we use the norm on a induced from the Killing form on g, then for all
g ∈ G, we have ∥µ(g)∥ = d(go, o) where o = [K] ∈ G/K and d is the
Riemannian distance on the symmetric space G/K. Counting lattice points
subject to constraints on the Cartan projection µ(g) is considerably better
understood than the analogous problem for the Jordan projection; see, for
example, ([9], [10], [14], [5], [13], etc). In particular, following the method of
Eskin-McMullen[10], we can count lattice points whose Cartan projections
lie in prescribed tubes or cones by combining the mixing of the A–action on
Γ\G with the strong wavefront lemma stated below.

Lemma 6.3 (Strong wavefront lemma). [14, Theorem 3.7] Let C ⊂ int a+ be
closed and at positive distance from every wall of a+. For any neighborhoods
OK ⊂ K and OA ⊂ A of e, there exists a neighborhood U ⊂ G of e such that
for any g = k1ak2 ∈ K(exp C)K, we have

UgU ⊂ k1OK aOA k2OK .

Theorem 6.4. Let Γ < G be a lattice and v ∈ int a+. For any ε > 0 we
have, as T → ∞,

#
{
γ ∈ Γ : ∥µ(γ)− Tv∥ ≤ ε

}
∼ C e2ρG(v)T

for some constant C = C(ε) > 0.

Proof. Fix ε > 0 and put

bT,ε =
{
u ∈ a+ : ∥u− Tv∥ < ε

}
, ZT = K exp(bT,ε)K.

For g = k1(exp v)k2 ∈ K(exp a+)K, the Haar measure is

dg =
∏
α

sinhα(v)dk1dvdk2,

where the product runs over all positive roots, counted with multiplicity [17].
We obtain that

VolZT ∼ Cε e
2ρG(v)T (6.1)

for some constant Cε > 0. Since v ∈ int a+, the set bT,ε has a positive
distance from all walls of a+. Lemma 6.3 and (6.1) imply that the family
{ZT }T≫1 is well-rounded : for any η > 0, there exists an open neighborhood
Uη of e in G such that

ZT−η ⊂
⋂

u1,u2∈Uη

u1ZTu2 ⊂
⋃

u1,u2∈Uη

u1ZTu2 ⊂ ZT+η
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and

lim sup
η→0

Vol(ZT+η)

Vol(ZT−η)
= 1.

Define the counting function FT = FZT
on (Γ× Γ)\(G×G) by

FT ([g1], [g2]) =
∑
γ∈Γ

χZT
(g−1

1 γg2)

so that FT ([e], [e]) = #Γ ∩ ZT . If ϕη is the approximation of the identity
function on G supported on the η-neighborhood of e in G and Φη([g]) =∑

γ∈Γ ϕη(γg), then the standard unfolding argument gives that

⟨FT ,Φη⊗Φη⟩ :=
∫
FT (x1, x2)Φη(x1)Φη(x2)dx1dx2 =

∫
g∈ZT

⟨Φη, g.Φη⟩L2(Γ\G)dg.

Using strong mixing of the G-action on L2(Γ\G) [16], we get

⟨FT ,Φη ⊗ Φη⟩ ∼
1

Vol(Γ\G)
VolZT .

Noting that

⟨FT−η,Φη ⊗ Φη⟩ ≤ FT ([e], [e]) ≤ ⟨FT+η,Φη ⊗ Φη⟩,

the well-roundness property of the family {ZT } implies that

FT ([e], [e]) ∼ 1

Vol(Γ\G)
VolZT .

□

The following can be deduced from [31, Theorem 1.2] for arithmetic lat-
tices (see the proof of [24, Theorem 3.1]). For rank one groups, this is a
standard fact which follows from the thick-thin decomposition of rank one
locally symmetric manifolds of finite volume. Hence by Margulis arithmetic-
ity theorem [22], we get:

Theorem 6.5. Let Γ < G be a lattice. There exists a compact subset Q ⊂ G
such that any compact AM -orbit in Γ\G is of the form Γ\ΓgAM for some
g ∈ Q.

Corollary 6.6. For any lattice Γ < G, there is C > 1 such that for any
conjugacy class [γ] ∈ [Γ]lox, there exists γ′ ∈ [γ] such that

∥λ(γ)− µ(γ′)∥ ≤ C.

Proof. Let Q be a compact subset in Theorem 6.5. We claim that there
exists a representative γ′ ∈ [γ] such that

γ′ = g eλ(γ)mγ g
−1, mγ ∈M, g ∈ Q.

To see this, since γ is loxodromic, its centralizer in G is of the form
hAMh−1 with Γ\ΓhAM compact [26]. Since h = γ0ga0m0 ∈ ΓQAM with
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g0 ∈ Q by Theorem 6.5 and γ = heλ(γ)mh−1 for some m ∈ M , it suffices to
set

γ′ = geλ(γ)(m0mm
−1
0 )g−1.

Therefore there is C > 1 depending only on Q such that ∥λ(γ)−µ(γ′)∥ ≤ C
by [4, Lemma 4.6]. □

Since γ′ ∈ [γ], the map [γ] → γ′ is an injective map to Γ. Hence we get:

Corollary 6.7. Let Γ < G be a lattice. For any bounded subset B ⊂ a+,

#{[γ] ∈ [Γ] : λ(γ) ∈ B} <∞.

Proof of Theorem 6.2. Let Bε(0) ⊂ a be the ball of radius ε about the
origin, and fix v ∈ int a+. Suppose that γ ∈ Γ satisfies λ(γ) ∈ Tv+Bε(0) for
all sufficiently large T . Then since v ∈ int a+ and T is large, γ is loxodromic.
Hence, by Corollary 6.6, there is γ′ ∈ [γ] such that ∥λ(γ)− µ(γ′)∥ ≤ C.

Thus, by the injectivity of the map [γ] → γ′,

#
{
[γ] : λ(γ) ∈ Tv +Bε(0)

}
≤ #

{
γ′ ∈ Γ : µ(γ′) ∈ Tv +BC(0)

}
.

Applying Theorem 6.4 proves the claim.

Remark 6.8. In [25], Quint introduced the growth indicator

ψΓ : a+ → R ∪ {−∞}

of a Zariski dense discrete subgroup Γ < G. Let LΓ be the limit cone of Γ,
that is, the asymptotic cone of the Cartan projection µ(Γ). For v ∈ intLΓ,
it is equal to

ψΓ(v) = ∥v∥ inf
C

lim sup
T→∞

log#{γ ∈ Γ : ∥µ(γ)∥ ≤ T, µ(γ) ∈ C}
T

where the infimum is taken over all open cones C ⊂ a+ containing v. If
Γ < G is a lattice, then LΓ = a+ and ψΓ = 2ρG.

While ψΓ(v) < +∞ for all v ∈ a+ and for any discrete subgroup Γ, the
directional entropy

E
⋆
Γ(v) = ∥v∥ · lim

ε→0
lim sup
T→∞

log#{[γ] ∈ Γ : ∥λ(γ)∥ ≤ T, ∥λ(γ)− R+v∥ ≤ ε}
T

may take the value +∞; this already occurs for a normal subgroup of a
cocompact lattice of SL2(R) of infinite index. Theorem 6.2 shows that for Γ
lattice, E⋆

Γ(v) ≤ ψΓ(v) = 2ρG(v) for all v ∈ int a+. It is shown in [6] that
if Γ is a Zariski dense Borel Anosov subgroup of G, then E⋆

Γ(v) = ψΓ(v) for
all v ∈ intLΓ.
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Upper bound without directional restriction. We will use the follow-
ing for the upper bound:

Theorem 6.9. Let Γ < G be a lattice in G. If C is a convex cone in a+ with
non-empty interior and CT = {v ∈ C : ∥v∥ < T}, then

#Γ ∩K exp(CT )K ∼ C · e2ρG(uC)TT (rankG−1)/2

where ∥ · ∥ is the norm on a induced from the Killing form on g and uC is
the unique unit vector such that 2ρG(uC) = max∥u∥=1,u∈C 2ρG(u).

Proof. In [14, Lemma 5.4], it is shown that for C = a+,

Vol(K exp(CT )K) ∼ C · e2ρG(uC)TT (rankG−1)/2.

The same proof works for any convex cone C with non-empty interior.
By Theorem 6.3, the family ZT = K exp(CT )K, T ≥ 1 is well-rounded,

as in the proof of Theorem 6.4. Consequently, by the same argument used
there, we get

#Γ ∩K exp(CT )K ∼ Vol(ZT ).

□

Corollary 6.10. Let Γ < G be a lattice. There exist C > 0 such that for all
T > 1,

#{[γ] ∈ [Γ]lox : ∥λ(γ)∥ < T} ≤ Ce2∥ρG∥TT (rankG−1)/2

where ∥ρG∥ = maxu∈a+,∥u∥=1 ρG(u).

Proof. Let [γ] → γ′ be the injective map from the conjugacy classes of loxo-
dromic elements to Γ given in Corollary 6.6. Therefore

#{[γ] ∈ [Γ]lox : ∥λ(γ)∥ < T} ≤ #{γ′ ∈ Γ, ∥µ(γ′)∥ < T + C}

where C > 1 is as in Corollary 6.6. Therefore the upper bound follows from
Theorem 6.9. □

We remark that in [7], some upper bound for cocompact lattices of G was
obtained. We record the following for SLn(Z):

Corollary 6.11. There exist C1, C2 > 0 such that for all T > 1,

C1e
dnT/2 ≤ #{[γ] ∈ [SLn(Z)]lox : ∥λ(γ)∥Euc < T} ≤ C2T

(n−2)/2ednT

where dn =

√
n(n2−1)

3 .

Proof. The lower bound follows from Corollary 4.3. Since the norm on a
induced by the Killing form on sln(R) is a constant multiple of the Euclidean
norm on a, the upper bound follows from Corollary 6.10 and (4.3). □
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