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1. Introduction

The main goal of this talk is to explain Soergel’s approach to Kazhdan-Lusztig’s conjecture
[KL79]. This conjecture expresses the multiplicities of simple objects in standard ones in the
principal block O0 of category O in terms of the values of certain polynomials in Z[v±1] at
v = 1. These polynomials arise from Hecke algebras - certain algebras H over Z[v±1] with the
basis indexed by the elements of a Weyl group W and relations deforming those of Z[W ]. The
transition matrix from the standard basis to a certain basis (called Kazhdan-Lusztig’s basis) is
uni-triangular with non-diagonal entries in v Z≥0[v]. The matrix coefficients evaluated at v = 1
give the multiplicities of simple objects in standard ones in the principal block O0 of category
O. The precise formulations are given in Theorem 2.3.
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The first proof was provided independently by Beilinston-Bernstein in [BB81] and Brylinski-
Kashiwara in [BK81], using the machinery of D-modules and perverse sheaves in the beginning
of 1980-s. A decade later Soergel in [Soe90] and [Soe92] suggested a different approach via
bimodules over the polynomial ring R = R[h], where h is the Cartan subalgebra of g. The
independent proof using Soergel’s ideas was completed recently by Elias and Williamson in
[EW].

The structure of the notes is as follows. In Section 2 we recall the generalities on Hecke
algebras associated with finite Weyl groups, introduce the Kazhdan-Lusztig basis and verify its
existence and uniqueness. The pivotal point of this section is the statement of Theorem 2.3
(known as the Kazhdan-Lusztig conjecture).

Soergel’s approach to the conjecture starts to unravel in Section 3, culminating in Soergel’s
categorification theorem. In Section 5 we explain the connection of Bott-Samelson modules
and bimodules to cohomology and equivariant cohomology of Bott-Samelson varieties.

2. Hecke Algebras

Definition 2.1. Let (W,S) be a Weyl group. The Hecke algebra H is the algebra over the ring
Z[v±1] with the generators given by the symbols {Hs|s ∈ S} and relations
(2.1)

H2
s = (v−1 − v)Hs + 1⇔ (Hs + v)(Hs − v−1) = 0 ∀s ∈ S (quadratic relations)

HtHsHt . . .︸ ︷︷ ︸
mst

= HsHtHs . . .︸ ︷︷ ︸
mst

∀s, t ∈ S (braid relations).

For any element x ∈ W and a reduced expression x = si1 . . . sik , define Hx := Hsi1
. . . Hsik

.
We set He to be the unit.

Remark 2.1. As any two reduced expressions of an element x ∈ W can be obtained from
one another by a sequence of braid moves, the element Hx does not depend on the choice of a
reduced expression of x.

Remark 2.2. The elements 〈Hx〉x∈W generate H as Z[v±1]-module. One can show that they
form a basis.

Exercise 2.1. Check that H−1s = Hs + v − v−1. Therefore, Hx is invertible for any x ∈ W .

There is a ring involution τ on H, given by τ : v 7→ v−1 and τ : Hx 7→ Hx := H−1x−1 .

Definition 2.2. Let w1, w2 be in W . Then w1 ≺ w2 in the Bruhat order if w2 = sβik . . . sβi1w1

and `(sβik−j
. . . sβi1w1) > `(sβik−j−1

. . . sβi1w1) for all j ∈ {1, . . . , k − 1}, where sβij are some
(not necessarily simple) reflections in W .

Proposition 2.1. There exists a basis (the Kazhdan-Lusztig basis) 〈bx〉x∈W of H uniquely
characterized by two properties:

(2.2)
τ(bx) = bx;

bx = Hx +
∑

y∈W,y≺x

cx,yHy,
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where each cx,y ∈ vZ[v].

Remark 2.3. As the transition matrix from {Hx}x∈W to {bx}x∈W is upper-triangular with 1’s
on the diagonal, the elements {bx}x∈W , indeed, form a basis of H.

Definition 2.3. The polynomials py,x := v`(x)−`(y)cx,y are called the Kazhdan-Luzstig polyno-
mials.

Exercise 2.2. The elements bs := {Hs + v}s∈S are self-dual with respect to τ . Check that
b2s = (v + v−1)bs.

Now we present the proof of Proposition 2.1.

Proof. We first show the existence of a basis, satisfying the required properties, arguing by
induction on the Bruhat order. Thus, we set be := 1 and bs := Hs + v for s ∈ S (these are
self-dual due to Exercise 2.2) and suppose that bw exist for w ≺ x. It is direct to verify that

(2.3) bsHx =

{
Hsx + vHx, `(x) < `(sx)

Hsx + v−1Hx, `(x) > `(sx).

Next, to find bx, we use that there exists s ∈ S, such that sx ≺ x. Hence, using the
assumption that bsx exists and formulas (2.3), one can conclude that bsbsx = Hx +

∑
y≺x

hyHy

for some hy ∈ Z[v] (the containment follows from the existence of bsx = Hsx +
∑
z≺sx

hzHz with

h(z) ∈ v Z[v±1], formulas (2.3) show that the degrees of monomials in hy are at most one less
than the degrees of monomials in polynomials hz it is derived from), i.e. some of the hy’s might
have constant terms. However, subtracting

∑
y≺x

hy(0)by, we obtain the element bx, which is fixed

by τ (as a Z-linear combination of fixed elements), whose coefficients are polynomials in vZ[v].

Now we show that bx is unique. Indeed, if we have two elements c = Hx+. . . and c′ = Hx+. . .,
both satisfying (2.2), then c − c′ is also stable under τ and c − c′ ∈

∑
y∈W,y≺x

vZ[v]Hy. Now the

result follows from Lemma 2.2 below. �

Lemma 2.2. If h ∈
∑
y∈W

vZ[v]Hy and τ(h) = h, then h = 0.

Proof. Let z be one of the maximal elements (in the Bruhat order) in the expression of h in
the lemma, i.e. we can write

h = pzHz +
∑
y 6�z

pyHy,

for some polynomials pz and py’s in vZ[v]. Now Hz ∈ bz +
∑
f≺z

Z[v±1]bf (for some τ -invariant

bf ’s, the existence of which was already established). Hence, τ(Hz) ∈ bz +
∑
f≺z

Z[v±1]bf ⊂

Hz +
∑
f≺z

Z[v±1]Hf . But then τ(h) = h implies τ(pz) = pz, and we obtain a contradiction with

the assumption pz ∈ vZ[v]. �
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Example 2.1. Let us find the Kazhdan-Lusztig basis for the dihedral group W = 〈s, t〉 with
s2 = t2 = e and sts . . .︸ ︷︷ ︸

m

= tst . . .︸ ︷︷ ︸
m

. Clearly, be = He, bt = Ht + v and bs = Hs + v. Next,

bsbt = Hst + v(Hs + Ht) + v2 satisfies the conditions 2.2, so we put bst = bsbt, similarly,
bts = btbs. Using formulas (2.3), we find bsbts = Hsts+ v(Hst+Hts) + vH2

s + v2(Ht+2Hs) + v3.
As vH2

s = v((v−1− v)Hs+1) = −v2Hs+Hs+ v, we set bsts = bsbts− bs = Hsts+ v(Hst+Hts)+
vH2

s + v2(Ht +Hs) + v3. In general,

(2.4) bw = Hw +
∑
x≺w

v`(w)−`(x)Hx.

Indeed, assume that 2.4 holds for bw′ , w′ ≺ w. Then, either sw ≺ w or tw ≺ w. Arguing
similarly to the proof of Proposition 2.1, one can easily verify the formula for bw (w.l.o.g. assume
w′ = sw ≺ w):
(2.5)
bsbw′ = Hw+vHw′+

∑
x≺w′,x=t...

v`(w
′)−`(x)Hsx+v

`(w′)−`(x)+1Hx+
∑

x≺w′,x=s...

v`(w
′)−`(x)Hsx+v

`(w′)−`(x)−1Hx,

which is bw + btw′ .

Remark 2.4. In particular, the Weyl groups of types A2, B2 and G2 are dihedral for m = 3, 4
and 6. Hence, the Kazhdan-Lusztig basis is given by Example 2.1.

The following result and subsequent remark were conjectured in [KL79] and are proved by
now. Theorem 2.3 is known as the Kazhdan-Lusztig conjecture.

Theorem 2.3. (Kazhdan-Lusztig conjecture) The multiplicity [P (x · 0) : 4(y · 0)] is given by
the specialization of cx,y at v = 1 (using BGG-reciprocity [4(y · 0)] : L(x · 0)] equals cx,y|v=1 as
well).

Remark 2.5. (1) The polynomials hy,x from 2.2 are in Z≥0[v].
(2) If we write bxby =

∑
µzx,ybz, then µzx,y ∈ Z≥0[v±1].

3. Soergel bimodules

Let (W,S) be a Coxeter system. For any two simple reflections s, t ∈ S, the order of the
element st ∈ W will be denoted by mst ∈ {2, 3, . . .∞}.

Definition 3.1. An expression of w ∈ W is a word w = si1 . . . sik . The expression w is called
reduced if `(w) = k.

Next, we fix a vector space h over R, s.t. there exist subsets of linearly independent elements
{α∨s }s∈S ⊂ h and {αs}s∈S ⊂ h∗ with the following properties:

αs(α
∨
t ) = −2Cos(

π

mst

) ∀s, t ∈ S(3.1)

s · v = v − α∨s (v)αs ∀s ∈ S, v ∈ h.(3.2)
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We choose h of minimal dimension with the above properties. Let R = R[h] be the coordinate
ring of h. We define the grading on R by setting deg(α) = 2 for any α ∈ h∗. In case W is a
Weyl group, hR is a real part of the Cartan subalgebra, the αs’s are the roots and α∨t ’s are the
coroots. The augmentation ideal (ideal of nonconstant polynomials) of R will be denoted by
R+.

We consider the abelian category of finitely generated graded R-bimodules. All morphisms
preserve the grading (in other words, are homogeneous of degree 0).

Definition 3.2. For any simple reflection s ∈ S set Bs := R ⊗Rs R(1). We denote by (n)
the shift of grading by the corresponding number, i.e. R ⊗Rs R(1) means that the degree of
1 ⊗ 1 is −1, etc. The Bott-Samelson bimodule associated to an expression w = s1 . . . sm is
BS(w) = Bs1 ⊗R . . .⊗R Bsm = R⊗Rs1 R⊗Rs2 . . .⊗Rsm R(n).

By the Bott-Samelson module we will understand BS(w)⊗R R.

Definition 3.3. The operator R→ R given by ∂s(r) := r−s(r)
2αs

is called the Demazure operator.
Notice that ∂s is Rs-linear.

Exercise 3.1. The elements cid := 1 ⊗ 1 and cs := 1
2
(αs ⊗ 1 + 1 ⊗ αs) (of degrees −1 and 1)

form a basis of Bs as a left (or right) R-module. One has relations

csr = rcs(3.3)
rcid = cids(r) + ∂s(r)cs,(3.4)

Remark 3.1. In general, one can check, that the elements cε := cεi1 ⊗ . . . ⊗ cεik , where ε =
si1 . . . sik runs through all subexpressions of w form a basis of BS(w) as a left (or right) R-
module.

Notation 3.1. Henceforth we abbreviate

Bsi1
. . . Bsik

:= Bsi1
⊗R . . .⊗R Bsik

We provide an example of an easy calculation of the product of two Bott-Samelson bimodules.

Example 3.1. Using, R = Rs⊕Rsαs = Rs⊕Rs(−2) (the equality of Bs-bimodules), we write

BsBs = R⊗Rs R⊗Rs R = R⊗Rs (Rs ⊕Rs(−2))⊗Rs R =

= Bs(1)⊕Bs(−1),
which is analogous to the relation

b2s = (v + v−1)bs
in H (see Exercise 2.2).

Lemma 3.1. In Example 5.1 (W = A2), the Bott-Samelson bimodule BS(s1s2s1) decomposes
into the direct sum Bs1s2s1 ⊕ Bs1, where Bs1s2s1 = R ⊗RW R(3) is the submodule generated by
1⊗ 1⊗ 1.

Proof. Let us verify this decomposition. The main ingredient of the proof is to produce a
nontrivial idempotent of degree 0 in End(BS(s1s2s1)). For this we define some morphisms
between bimodules:

ms ∈ Hom(Bs, R) : p⊗ q 7→ pq
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ma
s ∈ Hom(R,Bs) : 1 7→ αs ⊗ 1 + 1⊗ αs

js ∈ Hom(BsBs, Bs) : p⊗ h⊗ q 7→ p∂s(h)⊗ q

jas ∈ Hom(Bs, BsBs) : p⊗ q 7→ p⊗ 1⊗ q.

Notice, that the morphisms ms and ma
s have degree 1, while the the degree of the morphisms

js and jas is −1. Next, let us introduce e := −ma
s2
jas1js1ms2 ∈ End(Bs1Bs2Bs1) : Bs1Bs2Bs1

ms2→

Bs1Bs1

js1→ Bs1

jas1→ Bs1Bs1

ma
s2→ Bs1Bs2Bs1 and claim that e is an idempotent. Indeed, this follows

from the equality js1ms2m
a
s2
jas1 ∈ Hom(Bs1 , Bs1) : Bs1

jas1→ Bs1Bs1

ma
s2→ Bs1Bs2Bs1

ms2→ Bs1Bs1

js1→
Bs1 = −id shown below:

p⊗ q
jas17→ p⊗ 1⊗ q

ma
s27→ p⊗ (αs2 ⊗ 1 + 1⊗ αs2)⊗ q

ms27→ 2(p⊗ αs2 ⊗ q)
js17→ −p⊗ q.

The last transition follows from the equality s1(αs2) = αs2 + αs1 and Definition 3.3. Hence,
e is a projector. As the first two maps in the definition of e are surjective and the last -
injective and the chain of maps is Bs1Bs2Bs1 → Bs1Bs1 → Bs1 → Bs1Bs1 → Bs1Bs2Bs1 , we
see that e is the projector onto Bs1 . Next, the morphism 1 − e is a projection as well, so,
Bs1Bs2Bs1 = im(e) ⊕ im(1 − e). We first show that Bs1Bs2Bs1 is generates by two elements
1⊗1⊗1⊗1 and 1⊗x1⊗1⊗1, where R = R[x1, x2, x3, x4]. Indeed, as (x1+x2)(1⊗1⊗1⊗1) =
1 ⊗ (x1 + x2) ⊗ 1 ⊗ 1 (as (x1 + x2) is invariant under s1), we have 1 ⊗ x2 ⊗ 1 ⊗ 1 and, thus
1 ⊗ (x1 − x2) ⊗ 1 ⊗ 1 = 1 ⊗ αs1 ⊗ 1 ⊗ 1 is in the submodule, generated by 1 ⊗ 1 ⊗ 1 ⊗ 1 and
1⊗ x1 ⊗ 1⊗ 1. Next, 1⊗ x1 ⊗ 1⊗ 1 = 1⊗ 1⊗ x1 ⊗ 1 and 1⊗ 1⊗ x3 ⊗ 1 = (1⊗ 1⊗ 1⊗ 1)x3
and 1⊗ 1⊗ (x1 − x2)⊗ 1, thus, 1⊗ 1⊗ (x2 − x3)⊗ 1 = 1⊗ 1⊗ αs2 ⊗ 1 are in the submodule
as well. Similarly can be shown that the submodule contains 1⊗ αs1 ⊗ αs2 ⊗ 1 and, therefore,
by Remark 3.1 generates the module.

The calculations above, in particular, show that dim(R⊗RBs1Bs2Bs1 ⊗R R) = 2. The fact
that dim(R⊗RBs1Bs2Bs1⊗RR) = 2 implies that there are only two indecomposable summands
in the decomposition of BSs1s2s1 .

Now define a map of R-bimodules

γ : R⊗RW R(3)→ BSs1s2s1

by
p⊗ q 7→ p⊗ 1⊗ 1⊗ q.

Since as left R-modules BSs1s2s1 ∼= R(−3) ⊕ R(−1)⊕3 ⊕ R(1)⊕3 ⊕ R(3) (see Remark 3.1) and
R⊗RW R(3) ∼= R(−3)⊕R(−1)⊕2 ⊕R(1)⊕2 ⊕R(3), im(1− e) and R⊗RW R(3) have the same
graded dimensions as vector spaces over R, it suffices to show that the map γ is surjective. As
(1− e)(1⊗ 1⊗ 1⊗ 1) = 1⊗ 1⊗ 1⊗ 1 (follows from ∂s(1) = 0), and 1⊗ 1⊗ 1⊗ 1 ∈ im(γ) as
well, it suffices to show that im(1− e) is generated by 1⊗ 1⊗ 1⊗ 1. For this we need to show
that the submodule, generated by 1 ⊗ 1 ⊗ 1 ⊗ 1 contains im(1 − e)(1 ⊗ x1 ⊗ 1 ⊗ 1) First we
compute −e(1⊗ x1 ⊗ 1⊗ 1):

1⊗x1⊗1⊗1
ms27→ 1⊗x1⊗1

js17→ 1

2
(1⊗1)

jas17→ 1

2
(1⊗1⊗1)

ma
s27→ 1

2
(1⊗(x2−x3)⊗1⊗1+1⊗1⊗(x2−x3)⊗1).
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So, (1−e)(1⊗x1⊗1⊗1) = 1⊗x1⊗1⊗1+ 1
2
(1⊗(x2−x3)⊗1⊗1+1⊗1⊗(x2−x3)⊗1). Now

we show that this element lies in the submodule generated by 1⊗ 1⊗ 1⊗ 1. For this we write
1⊗x1⊗1⊗1 = 1

2
(1⊗x1⊗1⊗1+1⊗1⊗x1⊗1) and show that 1

2
(1⊗x1⊗1⊗1+1⊗(x2−x3)⊗1⊗1)

is in the submodule (for 1
2
(1⊗ 1⊗x1⊗ 1+1⊗ 1⊗ (x2−x3)⊗ 1) the computation is completely

analogous):
1

2
(1⊗x1⊗1⊗1+1⊗(x2−x3)⊗1⊗1) =

1

2
(1⊗(x1+x2−x3)⊗1⊗1 =

1

2
(x1+x2−x3)⊗1⊗1⊗1.

This concludes the proof. �

One should notice the resemblance between the decomposition Bs1Bs2Bs1 = Bs1s2s1 ⊕ Bs1

and the relation bs1bs2bs1 = bs1s2s1 + bs1 derived in Example 2.1.

Remark 3.2. More generally, it can be shown that if W is a dihedral group generated by
simple reflections (s, t) and `(w′) < `(w), where w′ = sw, then BsBw′ = Bw ⊕ Btw′ (compare
to (2.5)).

Definition 3.4. The category of Soergel bimodules SBim is the full subcategory of Z-graded
R-bimodules, where the objects are the direct sums of direct summands of graded shifts of BS-
bimodules. The morphisms are grading preserving morphisms of R−R-bimodules.

Similarly, we define the category of Soergel modules SMod to be the full subcategory of
Z-graded left R-modules, where the objects are the direct sums of direct summands of graded
shifts of BS- modules. The morphisms are grading preserving morphisms of R-bimodules.

Remark 3.3. Notice that BSw1BSw2 = BSw1w2 implies that the category SBim is closed w.r.t
the tensor product. As fg1⊗Rsi1 g2⊗Rsi2 . . .⊗Rsin gn = g1⊗Rsi1 g2⊗Rsi2 . . .⊗Rsin gnf for f ∈ RW ,
every Soergel bimodule is actually an R⊗RW R-module.

Definition 3.5. An additive category is said to be Krull-Schmidt if every object is isomorphic
to a direct sum of indecomposable objects and such decomposition is unique up to isomorphism
and permutation of summands.

Proposition 3.2. The category of Soergel bimodules is Krull-Schmidt.

Proof. We notice that the category SBim is closed under taking direct summands (by its
definition). Since the bimodule HomR⊗R(M,N) between any two finitely generated graded
bimodules M and N is graded and finitely generated, the degree 0 part is a finite-dimensional
space. Thus, the additive category SBim is closed under taking direct summands and has
finite-dimensional Hom-spaces. It is a standard fact that such categories are Krull-Schmidt. �

Next we explain what we mean by the split Grothendieck group K0(SBim) of the category
SBim. This is the abelian group generated by symbols [B] for all objects B ∈ SBim subject
to the relations [B] = [B′] + [B′′] whenever B ∼= B′ ⊕ B′′ in SBim. We make K0(SBim)
into a Z[v±1]-module via vi[M ] = [M ](i) and [M ] ∈ K0(SBim). The tensor product on SBim
endows K0(SBim) with multiplication, thus, making it a Z[v±1]-algebra. Moreover, K0(SBim)
is a free Z[v±1] - module, whose basis consists of indecomposable objects (we take one up to a
grading shift).

We can now formulate the main theorem.
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Theorem 3.3. (Soergel’s categorification theorem) There is an isomorphism of Z[v±1]-algebras
H → K0(SBim), sending bs to [Bs].

Corollary 3.4. (Weak form of Soergel’s categorification theorem). There exists a unique ho-
momorphism of rings c : H → K0(SBim), s.t. c(bs) = Bs.

Proof. The quadratic relation was checked in Example 3.1 and the braid relations - in Lemma
3.1 (for the simply laced case) and stated in Remark 3.2 for the general case. The uniqueness
of c is obvious, since it is defined on a generating set. �

4. Soergel’s categorification theorem

Next we would like to present the classification of indecomposable Soergel bimodules and give
a prove of the main theorem. We will use the following proposition (see Section 4 of [Soe92]).

Proposition 4.1. For two Soergel bimodules B1, B2, the canonical map G : HomR⊗R(B1, B2)⊗R
R→ HomR(B1 ⊗R R, B2 ⊗R R) is an isomorphism.

Corollary 4.2. The map δ :M 7→M ⊗RR induces an embedding of indecomposable objects in
SBim into indecomposable objects in SMod.

Proof. We first show that the image of an indecomposable module M is indecomposable.
Indeed, if δ(M) would decompose as M1 ⊕ M2 there would be a degree zero idempotent
eM1 ∈ EndR(M ⊗R R), but since EndR(δ(M)) ∼= EndR⊗R(M) ⊗R R, this implies the exis-
tence of a degree zero idempotent (there exists a lift - this is a standard fact, which can be
shown by constructing the lifts modulo (R+)

n for every n ∈ N and (R+)
nEndR⊗R(M) has no

degree 0 elements for n large enough) ẽ ∈ EndR⊗R(M) ⊗R R, which (as M ∼= ẽM ⊕ (1 − ẽ)M
and ẽ 6= 1) contradicts our assumption that M is indecomposable.

Next we check that δ maps non isomorphic indecomposables to non isomorphic ones. Assume
the contrary and let M1,M2 ∈ SBim be indecomposable and δ(M1) ∼= δ(M2) = M̃ ∈ SMod.
Then there exist a α ∈ HomR⊗R(M1,M2) and β ∈ HomR⊗R(M2,M1), s.t. G(α◦β) is invertible.
The application of graded Nakayama’s lemma implies α ◦ β is invertible:

α ◦ β(M2) +R+M2 =M2

R+
M2

α ◦ β(M2)
=

M2

α ◦ β(M2)

gives M2 = α ◦ β(M2). So α ◦ β is surjective, hence invertible. �

Theorem 4.3. Each Bott-Samelson bimodule BS(w) contains a unique indecomposable sum-
mand Bw which does not appear in BS(x) for x ≺ w depends only on w, but not on the reduced
expression.

Proof. Recall from Dmytro’s talk (Corollary 5.9) that, for a reduced w, the module BS(w)⊗RR
contains a unique graded indecomposable summand, Sw, that does not appear in BS(w′)⊗RR
for shorter w′ and that depends only on w. In fact, in Dmytro’s talk the claim was proved
over C but one can show it holds over R as well. So BS(w) ⊗R R = Sw ⊕

⊕
w′ Sw′(di)

⊕ni

where the sum is taken over w′ ≺ w. Let BS(w) = B1 ⊕ . . . ⊕ Bk be the decomposition into



SOERGEL BIMODULES, HECKE ALGEBRAS, AND KAZHDAN-LUSZTIG BASIS 9

indecomposables. By Corollary 4.2 , there is a unique index i (say i=1 to be definite) such that
B1 ⊗R R = Sw and then Bi ⊗R R ∼= Sw′(dw′) for i > 1. We set Bw := B1. Our claim follows
from the induction on the length of w and Corollary 4.2.

�

Corollary 4.4. The indecomposable Soergel bimodules are in bijection with the elements of
W × Z.

Proof. The result follows from the observation that grading shifts preserve indecomposability.
�

The above results allow us to prove the main theorem (Theorem 3.3).

Proof. We choose one reduced expression w = s1 . . . sm for every element w ∈ W , then it follows
from Theorem 4.3 that the classes of the corresponding BS(w)’s form a basis of K0(SBim)
(each [BS(w)] contains the indecomposable [Bw] as a summand with coefficient 1 and it is not
hard to show by induction on the Bruhat order that there exists a Z[v±1]-linear combination
of [BS(w′)], w′ ≺ w that, being subtracted from [BS(w)], gives [Bw]). Then the corresponding
elements bs1 . . . bsm ∈ H are also a basis (again, using induction on the Bruhat order analogously
to the proof of Proposition 2.1, we show that bw is bs1 . . . bsm minus a Z[v±1]-linear combination
of bsj1 . . . bsjk for w′ = sj1 . . . sjk ≺ w). �
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