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1 Tensorproductsandduals of vectorspaces
Wework w vectorspaces over a field E

11 Tensorproducts construction

In Sec 2.1 of Lee3 we talkedabout bilinearmaps
For two vector spaces UV theirtensorproduct HOV is

another vector space ter w a bilinearmap UN Uav

that have some universality property tobe statedbelow

We will needonly the casewhen URV are finitedimensional

Fix bases up amell um uneV Defa UOV as the vectorspace
W basis of symbols Uixvj if m j t n so of dimension mn

together w the unique bilinearmap denote it temporarily byp

given
on the basiselementsbyplain UiexVj Forgeneral well



vet plait is denoted by uav so if U E ailli V Ébjuj then
49 EyEyaibjam

basiselements

Theelements oftheform u or are often called tensormonomials

Note that by construction HOV luv true depends onthe

choice of bases in UEV In thenextsection we canonically

identifypairs corresponding to different choices

12 Tensorproducts universalproperty

Themainpurpose of tenserproducts is to convertbilinearmaps
to linear ones Below is theprecise result the universalproperty

that also can beused to show that UAW is independentof
choices ofbases

Let UVWW bevector spaces p UxV Wbe a bilinear

map Wenote that if q W w is linear then pop is

bilinear To see this note that tu ell themap

goply V W

is linear as the composition of linearmaps V to W IW

gland
the same is true when wefix veV



Proposition A bilinearmap p UV W F linearmap

p UAV W St Blue plan t well vet

Proof Wemust have pluiexujtplui.v.gl Since theelements

u Ov form a basis in HOV this determines p uniquely Note

that both maps un toplay luv topluau are bilinear

They coincide on thepairs of basis elements lui v andso
coincide everywhere by Remark in Sec 2.1 of Lee3 I

Now we establish the independence of the choice ofbases

Corollary Let ai ell i t m ng ell j l n beanotherpair
of bases and UO V up duo u be thecorresponding

tensorproduct Then there is the unique vectorspace isomer

phism L UOV Ill V satisfying luau u v

Proof Define p UxV U v byplant no v andset

p so that clue u v f a ell vet Thisdetermines canigu
I



ely by Preposition It remains to show c is an isomorphism

For this weproduce the inverse Similarly to c weget
c U V UOV w Iluau nor Wethenget

LLLuov u v I clue Uav The vectors you include a

basis so C't Idar Similarly LetIdaou s

So wehave the welldefinednotion of the tensorproduct

Usually we abuse the terminology and say that Uav is
the tensorproduct thus emitting thebilinearmap un true

although it is themost importantpart ofthestructure

1 3 Tensorproducts duals and Hom's

Recall that for a vector space U over F we can

considerits dual U't Hem U E i.e the space oflinearfunctions

U F Thegoal of this section is to identify U't v w
Hem UV for finite dimensionalspaces UAV

By Proposition in Sec 2 to construct a linearmap

gyu
V Hom UV amounts to constructing a bilinearmap



U V Hem UV For aeU'tvet define ya U V by

ya u alulu Weclaim that ya is linear andthe map
12u toya is bilinear This can be doneby a direct check

left as exercise An alternativeway to construct ya is by
identifying V w Hom EV te v we assign themap a tsar

I V and observe that ya is the composition U TV

Andthemap of taking the composition of linearmaps is bilinear

compareto Example in Sec 2.1 of Lec 3

Lemma Thelinearmap U V Hem UV with Love ya
that existsand is uniqueby Preposition in Sec 1.2 is a vector

space isomorphism

Proof Cheese bases U UmeU V VnEV The choiceof a basis

in U gives the so calleddudbasis d theU'tdefinedby
di un Sik These choices give a basis LioujeU V andidentify
HomUV w the space of nom matrices Under this isomorphism

pain
is the matrix unitEj They form abasis in Hom UV

5



and our claim about an isomorphism fellows A

Remark Note that ya s are exactly rich linearmaps

14 Algebra of tenserproducts
A fun andimportant fact is that vector spaces wv t

operations O O behave like elements of a commutative associative

ring
Proposition Let UVW be finitedimensional vector spaces

We have the following natural vector space isomorphisms

HOV W U Vaw unique set luau w tu vow

UOV IV U unique set UOv to V04

HOV W A UAW VOW unique s t luv we now vow

FAV V unique st ear ear

Proof an exercise Hint themops are uniquelydeterminedby
where they send basis elements Then we use the bilinearity

go
compute them on thegeneral tensermonomials s



In what follows we will always identify thetensor

products in the proposition by means of these isomorphisms

2 Tensorproductsandduals ofgroup representations

Ourgoal in this section is to upgrade some constructions

of Section 1 to representations ofgroups

2 1 Tensorproducts of representations
Preposition Let U Vbe representations of a group G Then

there's theunique structure of a representation of G in UAV st

guar aou gau gro t well vet A

Proof We start by showing that I linear gag Uav Uav

satisfying t Themap up to Igualagro UxV Uav is

bilinear exercise hint gukgu are linear compare to See 12
Thisshowsthat I guv To

show that g eguar is a
representation ofG it'senough to show that ever ILao t

luv guov.hu tgheh G
A



These imply that gag is
invertible compare to See2.4Lec3

The equality ever Idar is easy Tocheck H notethat

guavahueluau gun Chauexthat lguhaulaghar
gh or luv gh ues guanohue

Not surprisingly we call U or the tensorproduct
representation

2 2 Duals Hem

We define the following representations ofG
The trivial representation in F w get tgoG
For representations U V of G the representation in Hem UV

by g q greygil geG g e Hom14V1 Hemrepresentation
For a representation U of G the representation in U

Hem U E where F is trivial explicitly g a dog This
is thedual representation

A



The following lemma summarizes importantpropertiesof
these representations

Lemma a Hema UV Hom UV

6 The isomorphism U'or Hem UU fromSec1.3 is

an isomorphism ofrepresentations
Proof a getlemalu.nl greq qegutg sguy.gity
yeHom UN
6 Notethat g Kev Hgilleguv So weneedto

check that

grogaragisYagiguv
This check is left as an exercise s

2 3 What about representations ofassociativealgebras
In Sec2.4 of Lec 3 we have learnedthat a
representationof G is the same thing as a representation of a

suitable associative algebra thegroupalgebra FG Nate
however that the constructions of this section do not make

gense
for representations of an arbitrary associativealgebra



which may fail to have any f
dimensional representations

for example There's an additional share on an

associativealgebra that enables these constructions Hopf
algebra and FG comes w such thanks to itsconstruction

He


