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Abstract. This text is a contribution to the 2026 ICM Proceedings. We announce forthcoming
work with Gaitsgory and Lafforgue using recent progress on geometric Langlands to understand
the spectral theory of unramified cusp forms in positive characteristic, building on recent progress
in geometric Langlands. Our main result is the Arthur-Ramanujan conjecture on the magnitudes
of Hecke eigenvalues. We also connect Arthur’s multiplicity formula to geometric Langlands.

This text is a summary of forthcoming joint work with Dennis Gaitsgory and Vincent
Lafforgue.

1. Introduction

In the early days of the Langlands program, Langlands [Lan] showed that the (generalized) Ra-
manujan conjecture – a problem purely on the spectral theory of automorphic forms – followed
from his general principle of functoriality. Ever since, the Ramanujan conjecture has been a bench-
mark of progress in the subject, serving to measure how advances in the Langlands program have
improved our understanding of automorphic forms.

Beyond GLn, the ultimate form of the Ramanujan conjecture is suggested in Arthur’s influential
work [Art].

This note is an announcement of forthcoming work on the Arthur-Ramanujan conjecture for
unramified automorphic forms over function fields. Here we build on previous work [GR3] on au-
tomorphic forms over function fields, which itself grew from recent works [GR1, ABCCFGLRR,
CCFGLRR, ABCFGLRR, GR2] establishing the geometric Langlands conjecture in characteristic
0 and works [AGKRRV1, AGKRRV2, AGKRRV3, GR3] developing a geometric Langlands program
in characteristic p > 0 with rich connections to the arithmetic Langlands program.

A major part of the work under discussion is the development of a categorified1 version of
Arthur’s multiplicity formula, albeit in the ℓ-adic context. This analysis makes the previous works
[Zhu, AGKRRV1] on the spectral decomposition of the space of unramified automorphic forms more
explicit. This material also clarifies the relationship between the geometric Arthur parameters of
[AG] and the actual Arthur parameters of [Art].

We highlight one other perspective on this work. Recent years have seen geometric Langlands
influencing arithmetic Langlands, cf. [Laf2, Zhu, FS, AGKRRV1], with the style of question and
conjecture in the former subject finding precise counterparts in arithmetic. In particular, the new
perspectives offer an alternative to Langlands functoriality, allowing one to work with a single
reductive group at a time. The present note (and the work it discusses) can also be considered as
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1Though we are only replacing numbers with vector spaces.
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a test of this newer perspective, evaluating its applicability to classical problems in the spectral
theory of automorphic forms.

Acknowledgements. I thank Dennis Gaitsgory and Vincent Lafforgue for collaboration on this work.

I thank David Ben-Zvi and Akshay Venkatesh for collaboration on the material of §4.5.

I also thank Dima Arinkin, Dario Beraldo, Justin Campbell, Lin Chen, Joakim Færgeman, Tony
Feng, Dennis Gaitsgory, David Kazhdan, Kevin Lin, Nick Rozenblyum, and Yasha Varshavsky
for collaboration on the projects [AGKRRV1, AGKRRV2, AGKRRV3] and [GR1, ABCCFGLRR,
CCFGLRR, ABCFGLRR, GR2], in addition to other related works.

I thank Sasha Beilinson, David Ben-Zvi, Vladimir Drinfeld, Dennis Gaitsgory, Michael Harris,
David Kazhdan, Vincent Lafforgue, Kevin Lin, Sergey Lysenko, Andrei Okounkov, and Yiannis
Sakellaridis for happy conversations over many years about the spectral theory of automorphic
forms.

This work is supported by NSF grant DMS-2401526.

1.1. Background on automorphic forms.

1.1.1. In what follows, we fix X◦/Fq a geometrically connected smooth projective curve over a finite

field. We let k = Fq and write X for the base-change of X◦ to k.

We let G be a split reductive2 group and let Ǧ denote its Langlands dual group as considered
over C. We let B denote a Borel of G with radical N and Cartan T = B/N . We let ZG (resp.
ZǦ) denote the center of G (resp. Ǧ). For a disconnected group H, we let H◦ denote its neutral
connected component.

We let Λ (resp. Λ̌) denote the coweight (resp. weight) lattice of G. We let ρ ∈ 1
2Λ denote the half

sum of positive coroots.

Throughout, we assume that the (mild) hypotheses of [AGKRRV1, §14.4.1, D.1.1] on the char-
acteristic of our ground field are satisfied.

1.1.2. G-bundles. With apologies, we discuss some technical information about twists. The reader
might skip this material at first pass.

The simple case is when there is a T -bundle on X◦, which we abusively denote as ρ(Ω), with
the property that the induced line bundle α̌i(ρ(Ω)) ≃ ΩX◦ for any simple root α̌i : T → Gm. For
example, if X◦ admits a square root of its canonical bundle (as is always possible over k), we may

take ρ(Ω) := 2ρ(Ω
1
2
X◦

). Alternatively, if the center of G is connected, we may take ρ(Ω) := ρ̃(Ω1
X)

where ρ̃ is a sum of fundamental coweights.

In the above setup, we write BunG for the moduli stack of G-bundles on X, which is naturally
defined over Fq. We abuse notation slightly in writing BunG(Fq) for the groupoid of G-bundles on

X◦. The above assumptions ensure that ρ(ΩX) ∈ BunT (Fq) is naturally defined over Fq.

In general, the map 2ρ : Gm → T induces a map 2ρ|µ2 : µ2 → ZG. We let
√
Ω ∈ BunBµ2

:= Maps(X,B2µ2)

2Our convention in this note is that reductive groups are by assumption connected, while we use the term linearly
reductive group to refer to possibly disconnected reductive groups.
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as the image of Ω1
X ∈ BunGm under the boundary map

BunGm → BunBµ2

corresponding to the extension µ2 → Gm
t 󰀁→t2−−−→ Gm.

We then let BunG denote the fiber product:

BunG BunGad

Spec(k) BunBµ2 BunBZG

√
Ω 2ρ|µ2

Expressed in this way, BunG is naturally defined over Fq, and we understand BunG(Fq) accordingly.

Working over k, the map
√
Ω is non-canonically isomorphic to the trivial point of BunBµ2 , so the

only possible difference is with Fq-rational structures.

We understand e.g. BunB(Fq) and BunT (Fq) similarly, observing that ZG lies in the center
of both and allows us to perform the same constructions. Note that BunT (Fq) by design has a
canonical point ρ(Ω).

1.1.3. Automorphic forms. Our object of study is AutunrG,c, the space of functions f : BunG(Fq) → C
with finite support.

In the case when G has infinite center, it is convenient to fix a character

χ : BunZ◦(Fq) → C×

for Z◦ the identity component of the center Z = ZG of G, which induces a homomorphism
AutunrZ◦,c → C from the group algebra of BunZ◦(Fq). In this case, we let AutunrG,c,χ denote

AutunrG,c ⊗
Autunr

Z◦,c

C,

the space of unramified automorphic forms with nebentypus χ.

1.1.4. Recall that connected components of BunZ◦ are indexed by ΛZ◦ , the coweight lattice of
Z◦. Moreover, each component contains an Fq-rational point, while the Fq-points of the identity
component are a finite abelian group.

Therefore, the homomorphism

BunZ◦(Fq)
χ−→ C× |·|−→ R>0

factors uniquely through a map

BunZ◦(Fq) ΛZ◦ R>0.

Let Gab be the abelianization of G. Because ΛZ◦ → ΛGab is an isogeny and R>0 is uniquely
divisible, the above is equivalent to a homomorphism µχ,0 : ΛGab → R>0; we let µχ denote the
resulting homomorphism ΛG → ΛGab → R>0.

We can encode µχ,0 as an element of

Λ̌Gab ⊗R>0 ⊆ Λ̌Gab ⊗C× = Z◦
Ǧ
(C)

i.e., as a positive element of the torus Z◦
Ǧ
. We denote the resulting element by zχ.

Example 1.1.1. χ is a finite order character if and only if zχ = 1.
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1.1.5. Recall that there is a subspace AutunrG,cusp ⊆ AutunrG,c of cuspidal automorphic forms. This space
consists of those automorphic forms whose constant terms vanish for each parabolic P ⊊ G.

We define AutunrG,cusp,χ as

AutunrG,cusp ⊗
Autunr

Z◦,c

C.

It is well-known that AutunrG,cusp,χ is finite-dimensional.

Remark 1.1.2. We remind that for function fields, for any of the other usual definitions of automor-
phic form (e.g., L2, etc.), cuspidal automorphic forms are always compactly (i.e., finitely) supported
mod center. Therefore, the above definition coincides with any other definition of unramified cus-
pidal automorphic form with fixed central character.

1.1.6. Recall that for each irreducible representation V = V λ of Ǧ and each closed point x ∈ X◦,
there is a corresponding Hecke operator

TV,x : AutunrG,c → AutunrG,c.

More generally, by the Satake isomorphism, there is an action of the complexified representation
ring

K0(Rep(Ǧ))C ≃ Γ(Ǧ//Ǧ,O)

on AutunrG,c.

Example 1.1.3. If G = Ǧ = GLn and V = ΛiVstd is the ith exterior power of the standard
representation, then

(TV,xf)(E) = q
− i(n−i)

2
x

󰁛

E⊆E′⊆E(x)
dimE′/E=i

f(E′)

for f ∈ AutunrG,c and qx the order of the residue field at x. Informally, Hecke operators are like
Laplacians, weighted sums of neighboring values, but the notion of neighbor depends on x and λ.

Remark 1.1.4. When we speak of the spectral theory of automorphic forms, we roughly mean that
we wish to understand (in whatever sense) the eigenvalues of Hecke operators acting on the space
of automorphic forms, as well as the multiplicities of the eigenspaces.

These Hecke operators descend to AutunrG,cusp,χ. We say f ∈ AutunrG,cusp,χ is a Hecke eigenfunction

if it is an eigenvector for all operators TV,x (in particular, f ∕= 0).

For f a Hecke eigenfunction, the Satake isomorphism determines for each fixed x a point γx,f ∈
Ǧ//Ǧ(C), the Hecke eigenvalue of f at x.

1.2. The Ramanujan conjecture.

1.2.1. Our first main result recovers a form of Arthur’s correction to the Ramanujan conjecture.
This involves the so-called Arthur SL2, which requires some additional notation.

Let e ∈ ǧ be a nilpotent element and let ie : SL2 → Ǧ be its Jacobson-Morozov SL2.

We let He ⊆ Ǧ denote the centralizer of ie, which we remind is a linearly reductive group. We
let λe : Gm ⊆ SL2 → Ǧ denote the underlying character. We let M̌e be the centralizer of λe.

For any representation V of Ǧ, we let V = ⊕n∈ZVn be the grading of V induced by λe.
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1.2.2. We now have:

Theorem A. Let f ∈ AutunrG,cusp,χ be a cuspidal Hecke eigenform. Then there is a nilpotent element
e ∈ ǧ, unique up to conjugacy, with the following property:

(ARe,zχ) For any closed point x ∈ X◦ with residue field of order qx, the Hecke eigenvalue γx,f (cf.

§1.1.6) admits a lift γ̃x,f to λe(
√
q) ·He(C) ⊆ M̌e(C) so that for every irreducible highest

weight representation V λ of Ǧ, any eigenvalue η of γ̃x,f acting on V λ
n (notation as in §1.2.1)

satisfies

|η| = q
n
2
x · λ(zχ)deg(x).

Remark 1.2.1. By tensoring with characters of BunGab(Fq), we can reduce to the case where χ is
a finite order character. Then zχ = 1 and the above formula simplifies.

Remark 1.2.2. When e = 0, we refer to the condition ARe,zχ as the naive Ramanujan condition.

Remark 1.2.3. In the case G = GLn, the above (and more) was proved in [Laf1], and moreover it
was shown that the naive Ramanujan condition always holds. It is known e.g. from [HPS] that for
general reductive groups, one sees cusp forms with non-zero e.

Remark 1.2.4. Ultimately, our argument reduces to Deligne’s theory of weights [Del] and L. Laf-
forgue’s theorem [Laf1] that irreducible local systems have geometric origin up to Tate twist, both
of which are closely tied to the Ramanujan conjecture for GLn.

Remark 1.2.5. For a fixed point x ∈ X◦, the question of uniqueness of e is a standard3 argument
using Jacobson-Morozov; in particular, global uniqueness follows. So we focus on existence in what
follows.

Remark 1.2.6. For other recent progress on the Ramanujan conjecture beyond GLn in the setting
of function fields, see [ST, CH].

Remark 1.2.7. The approach described in this note uses an enormous amount of input from geo-
metric Langlands in the form of [GR3], which deduces a weak version of the geometric Langlands
conjecture in characteristic p from its D-module counterpart. It is interesting to consider whether
a softer approach might be viable. I understand that Dario Beraldo has been contemplating such
approaches, trying to use the geometric methods considered in [BLR] to understand Arthur pa-
rameters and the so-called genuine D-module structure on the Drinfeld sheaf arising via derived
Satake.

1.3. Generic automorphic forms. Recall that for GLn, cusp forms admit Whittaker models.
The non-existence of Whittaker models for general G is expected to be related to the failure of
naive Ramanujan for general G. Theorem B below confirms this expectation in our setting.

1.3.1. We let BunΩN denote the fiber product BunB ×BunT {ρ(Ω)} and take BunΩN (Fq) accordingly,
per the conventions of §1.1.2 (and indeed, the main purpose of those twists was to allow us to form
BunΩN (Fq)). There is a canonical Whittaker map

ψ : BunΩN → A1

defined over Fq, cf. [GR1] §1.3.

3Here is the outline: by SL2-representation theory, the M̌e-orbit through e is always dense in ǧ2, the degree 2
space for the grading from an SL2. It follows that the conjugacy class of λ̌e determines that of e. Then it is clear
that λ̌e is determined uniquely by (ARe,zχ).
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Fixing a primitive pth root of unity ζp ∈ C×, we obtain a Whittaker functional

cψ : AutunrG,c → C

f 󰀁→
󰁛

x∈BunΩN (Fq)

f(pN (x))ζ
trFq/Fp ψ(x)
p

where pN : BunΩN → BunG is the natural map and the sum is understood as weighted by automor-
phisms of points as usual, i.e., we integrate against the standard groupoid counting measure.

1.3.2. We now have:

Theorem B. In the setting of Theorem A, let (AutunrG,cusp,χ)γf ⊆ AutunrG,cusp,χ be the subspace of

Hecke eigenfunctions with the same Hecke eigenvalues as f (plus 0). Then e = 0 in Theorem A
if and only if the map cψ : (AutunrG,cusp,χ)γf → C is non-zero, i.e., if and only if there is a Hecke
eigenfunction with non-zero Whittaker coefficient.

2. Between Qℓ and C

The Langlands program seeks to parametrize automorphic representations for a given global
field in terms of representations of the speculative Langlands group. However, for function fields,
we can replace the Langlands group with the Weil group at the expense of seeing continuous
ℓ-adic representations, which are best adapted to Qℓ-valued automorphic forms. Here we adjust
accordingly.

With Langlands parameters at hand, the motto of the section is that Arthur-Ramanujan is
immediate from irreducibility of the Arthur parameter and Deligne and L. Lafforgue’s results on
weights. In other words, in this section, we translate Arthur-Ramanujan from the Archimedean
world to a fine question about Langlands parameters (which have ℓ-adic nature).

2.1. Notation.

2.1.1. Let e := Qℓ. It is convenient to fix an isomorphism ι : e ≃ C. But the reader can imagine
that we are redefining AutunrG,c as e-valued functions and so on, replacing C with e in any definitions
from §1 that did not explicitly mention the Archimedean norm.

Note that we have a preferred choice of
√
q ∈ e× via ι. The reader might imagine we first choose

a square root of q in e and then chose ι in such a way that ι(
√
q) > 0.

2.1.2. We recall now that [Laf2, Xue] defined the action of the (commutative) excursion algebra on
AutunrG,c, extending the action of the Hecke algebra. Here it is important, at least with current tools,
to work over e rather than C.

We can refine our considerations of systems of Hecke eigenvalues from before by considering
excursion eigenfunctions in place of Hecke eigenfunctions.

For any such excursion eigenfunction f , the main theorem of [Laf2] associates a continuous
semi-simple4 representation

σ = σf : WX → Ǧ(e)

4This means that for every parabolic P̌ of Ǧ so that σ factors through P̌ (e), up to conjugation, σ factors through
M̌(e) for M̌ ⊆ P̌ the Levi subgroup.
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where 1 → πét
1 (X) → WX → Z → 0 is the Weil group of X, i.e., WX = πét

1 (X◦) ×πét
1 (Spec(Fq))

Z

where 1 ∈ Z is the Frobenius automorphism of Fq/Fq; as usual, the Weil group is topologized as
an extension of the discrete group Z by the profinite geometric fundamental group.

We refer to σf as the Langlands parameter of f .

2.2. A refinement.

2.2.1. We prove the following result.

Theorem C. For any f ∈ AutunrG,cusp,χ an excursion eigenfunction, there is a homomorphism

ie : SL2 → Ǧ with centralizer He ⊆ Ǧ and a continuous homomorphism

σ̃ = σ̃f : WX → He(e)

such that:

(1) The representation

σ̃Arth : WX × SL2(e) → Ǧ(e)

(g1, g2) 󰀁→ σ̃(g1) · ie(g2) = ie(g2) · σ̃(g1)
is irreducible, i.e., it does not factor through P̌ (e) for any proper parabolic P̌ ⊊ Ǧ.

(2) The Langlands parameter σf of f is recovered as the composition

WX
g 󰀁→(g,diag(|g|

1
2 ,|g|−

1
2 ))−−−−−−−−−−−−−−→ WX × SL2(e)

σ̃Arth

−−−→ Ǧ(e) (2.2.1)

where | · | 12 : WX → e× is the composition WX → Z
n 󰀁→(

√
q)n

−−−−−−→ e×.

Remark 2.2.1. Of course, σ̃Arth is the Arthur parameter of f (by definition, at least from our
perspective).

2.3. Theorem C implies Theorem A. By [AGKRRV1] §25.4.7-8, irreducibility of σ̃Arth = σ̃Arth
f

means that it must be ι-pure of weight w for some w ∈ ΛZ◦
Ǧ
⊗R – here we heavily rely on [Laf1].

Concretely, being ι-pure of weight w means that for every highest weight representation V λ of Ǧ,
the induced action of WX (being a subgroup of WX×SL2 in a trivial way) on V λ is ι-pure of weight
(w,λ) ∈ R (pairing the real-valued coweight w of Ǧ with the integral weight λ of Ǧ). We remark
that there is no SL2-factor in [AGKRRV1], but this does not meaningfully change the argument.

Let WX × SL2(e) act on such V λ. Let V λ = ⊕nV
λ
n be decomposition into weight spaces with

respect to the Gm in SL2.

By the above purity and (2.2.1), for a closed point x ∈ X◦, the Frobenius element Frx ∈ WX acts

via σ on V λ in a way preserving V λ
n , and with all eigenvalues ω ∈ e

ι≃ C for this action satisfying:

|ω| = q
(w,λ)+n

2
x .

The Hecke compatibility for Lafforgue’s decomposition states that the image of γ̃x,f := σ(Frx) ∈
M̌e(e) ⊆ Ǧ(e) in Ǧ//Ǧ(e) is γx,f .

Easy analysis with the centers implies that under the map R
r 󰀁→qr−−−→ R>0, w ∈ ΛZ◦

Ǧ
⊗R maps to

zχ ∈ ΛZ◦
Ǧ
⊗R>0 = Λ̌Gab ⊗R>0, so λ(zχ) = q(w,λ); Theorem A obviously follows.
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2.4. Application to L-functions. We briefly note that the above ideas can trivially be applied

to constrain the poles of L-functions for G in terms of the group theory of Ǧ. We spell out the
details here, for which there are no surprises. (This material might be considered in reference to
the Sato-Tate conjecture and related ideas.)

Namely, let f be a cuspidal eigenfunction for the excursion operators, and assume for simplicity
that zχ = 1 (i.e., the nebentypus of f has finite order). For each irreducible representation V λ,
let L(t, f,λ) be the corresponding L-function, where we use the standard substitution t = q−s for
function fields.

Theorem D. There is a linearly reductive subgroup Γf ⊆ He ⊆ Ǧ that governs the zeros and poles
of the L-functions L(t, f,−) in the following sense:

Any zero or pole t = ω of L(t, f,λ) occurs only when |ω| = q−
n
2 for some n ∈ Z.

Moreover, for fixed n, the corresponding number of poles minus the number of zeros, both counted
with multiplicities, is exactly:

δn,λ − 2δn−1,λ + δn−2,λ − (2g − 2) dim(Vn−1)

for g the genus of X and δn,λ := dim((V λ
n )Γf ) the dimension of the space of Γf -invariants in V λ

n .
In particular, the number of poles is ≤ δn,λ + δn−2,λ. (We remind that zχ was assumed equal to 1.)

Moreover, the normalizer of Γf in He is not contained in any proper Levi subgroup of Ǧ.

Proof. Take Γf to be the geometric monodromy group of σ̃f . From §2.3, the argument is standard,
using [Del] and Grothendieck-Lefschetz.

□

3. The Arthur filtration and fake discrete series

To proceed, we need to better understand the algebraic spectral theory of e-valued automorphic
forms.

Theorem C asks us to define an Arthur parameter σ̃Arth
f for cuspidal f . In particular, we should

assign a dual nilpotent orbit e to f . In this section, we will define such a nilpotent orbit.

This construction is obtained from a more refined construction that we call the Arthur filtration
on the space of automorphic forms, which arises naturally via geometric Langlands. We introduce
an algebraic counterpart to the discrete series and present conjectures connecting it to the analytic
theory.

We warn that at this point in the paper, we need more input from the geometric Langlands
literature, making the discussion less self-contained.

3.1. Review of [AGKRRV].

3.1.1. Let Shv(BunG) be the category of e-sheaves on BunG. Recall its subcategory ShvNilp(BunG)
from [AGKRRV1], which we sometimes abbreviate as ShvNilp. We remind that it is compactly
generated and has perverse compact generators by [GR3] Theorem 1.1.7. Moreover, ShvNilp is closed
under the Hecke action. Finally, pushforward along the geometric Frobenius defines an endofunctor
ΦBunG : Shv(BunG) → Shv(BunG) preserving ShvNilp(BunG).
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Theorem 3.1.1 ([AGKRRV3]). The categorical trace of Φ|ShvNilp
is concentrated in cohomological

degree 0 and identifies with AutunrG,c compatibly with Deligne-Grothendieck’s sheaves-to-functions
construction.

Here we remind that for C a dualizable (e.g., compactly generated) DG category with an end-
ofunctor T , there is a natural complex trC(T ) in Vect, the DG category of (complexes of) vector
spaces. We refer to [BZN, GKRV] for a detailed introduction to the formalism of categorical traces.

3.1.2. Recall from [AGKRRV1, AGKRRV3] that the Hecke action on ShvNilp(BunG) can naturally
be paired with Theorem 3.1.1 to recover V. Lafforgue’s excursion operators. (We are terse here
because we will recall finer statements in §4.)

3.2. Construction of the Arthur filtration. Next, using derived Satake, [AG] §12.8.3 defines a

subcategory Shv(BunG)I ⊆ Shv(BunG) for every closed I ⊆ Ň/Ǧ (Ň ⊆ ǧ is the nilpotent cone). We
let ShvNilp(BunG)I = ShvNilp ∩ Shv(BunG)I be the resulting subcategory.

Remark 3.2.1. After the initial work of Arinkin-Gaitsgory, this categorical filtration is considered
many places in the geometric Langlands literature. See [BLR, Lys, FR2] for some recent examples.

A priori the definitions depend on a choice of point x ∈ X, but using [FR1], one sees that at
least for ShvNilp(BunG) the resulting subcategories do not depend on this point; in particular, each
ShvNilp(BunG)I is preserved under Frobenius.

By design, for I1 ⊆ I2, ShvNilp(BunG)I1 ⊆ ShvNilp(BunG)I2 and the functor preserves compact
objects.

When I = Oe is the closure of a nilpotent orbit through e, we use the notation ≤ e in place of I.
Similarly, when I = ∂Oe = Oe \Oe is the boundary to the nilpotent orbit, we use the notation < e
in place of I.

3.2.1. We define filI AutunrG,c ∈ Vect as the trace of Frobenius acting on ShvNilp(BunG)I , and let
fil≤eAutunrG,c be understood accordingly.

By definition, filI AutunrG,c is a complex of vector spaces. We let greAutunrG,c be the (homotopy)

cokernel (i.e., cone) of the morphism fil<eAutunrG,c → fil≤eAutunrG,c. The following technical theorem
plays a key role. We discuss its proof later in this text.

Theorem E. For every e, greAutunrG,c is concentrated in cohomological degree 0.

In other words, a priori we have a filtration on AutunrG,c indexed by nilpotent orbits in the derived
category, but the theorem says this is actually a filtration in the most traditional sense.

Remark 3.2.2. A standard analogy says that the homological subtleties for coherent sheaves con-
sidered in [AG] are analogous to functional analytic subtleties (e.g., non-temperedness) considered
classically; the above construction is certainly in this spirit.

Example 3.2.3. ForG simply-connected (to simplify slightly), one can use [Fær] and the Atiyah-Bott
formula [GL] to see that for the principal nilpotent orbit eprinc, greprinc AutunrG,c = AutunrG,c/ fil<eprinc AutunrG,c ≃
e via the map (f ∈ AutunrG,c) 󰀁→

󰁓
x∈BunG(Fq)

f(x) where the (finite, by design) sum is groupoid-

weighted as in §1.3.1.
For G = SL2, this completely characterizes the Arthur filtration, and this calculation directly

verifies Theorem E in this case.
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3.2.2. Properties of the filtration. By design, the categorical filtration on ShvNilp is preserved under
Hecke functors. Therefore, by §3.1.2, the Arthur filtration is stable under the action of the excursion
algebra, in particular by Hecke operators.

Specializing further, the Arthur filtration is preserved under the action of BunZ◦(Fq), and a
simple variant on Theorem E says that the filtration is with respect to the convolution action of
AutunrZ◦,c. Therefore, we obtain similar filtrations on each space AutunrG,c,χ.

3.3. Fake discrete series.

3.3.1. Motivation. Suppose G is semi-simple for convenience. Then BunG(Fq) has finite volume
with respect to the Tamagawa measure, so the constant function 1BunG(Fq) gives a canonical 1-

dimensional summand of L2(BunG(Fq),C). More generally, residues of Eisenstein series provide
non-cuspidal discrete series representations appearing in L2.

Arthur’s philosophy [Art] says that for multiplicity formulae, it is necessary to consider all discrete
series representations, not merely the cuspidal ones. We will eventually see this play out in the ℓ-adic
setting. Motivated by Example 3.2.3, we now propose a fix to AutunrG,c which contains the constant
function, is adapted to ℓ-adic coefficients, and which we call fake discrete series.

3.3.2. Recall from [Laf2, Prop. 8.23] that AutunrG,cusp is the Hecke-finite submodule of AutunrG,c, i.e.,
the submodule of f ∈ AutunrG,c whose span under all Hecke operators is finite-dimensional; the same

applies for AutunrG,c,χ. (One can use excursion operators as well as Hecke operators for this purpose.)

The Arthur filtration is stable under Hecke operators, so gr•AutunrG,c,χ = ⊕e greAutunrG,c,χ is acted
on by the Hecke algebra.

Definition 3.3.1. The fake discrete series (resp. of type e) AutunrG,fake-disc,χ (resp. AutunrG,fake-disc,χ,e) is

the Hecke-finite submodule of gr•AutunrG,c,χ (resp. greAutunrG,c,χ).

Clearly the Hecke (or excursion) eigenvalues occurring in AutunrG,cusp,χ also occur in AutunrG,fake-disc,χ.

Theorem F. AutunrG,fake-disc,χ is finite-dimensional.

3.3.3. Extension of Arthur-Ramanujan. We now have the following result extending Theorem C:

Theorem G. For any f ∈ AutunrG,fake-disc,χ,e an eigenfunction for the excursion algebra, there is

a continuous representation σ̃ = σ̃f : WX → He(e) satisfying the conclusions of Theorem C
(interpreting the excursion eigenvalue of f as its Langlands parameter, as [Laf2] does for cuspidal
eigenfunctions).

Corollary 3.3.2. Theorems A and D hold for fake discrete series, not only for cusp forms.

Corollary 3.3.3. For f ∈ AutunrG,cusp,χ, the nilpotent e from Theorem A is the unique nilpotent such
that f ∈ fil≤eAutunrG,cusp,χ and f ∕∈ fil<eAutunrG,cusp,χ.

Example 3.3.4. For G simply-connected (to simplify) and e = eprinc, Example 3.2.3 asserts that
AutG,eprinc = Autunr

G,fake-disc,eprinc
≃ e (with generator corresponding to the constant function 1BunG(Fq)

in a suitable sense). In this case, Heprinc is the trivial group and so the Arthur parameter is

WX × SL2(e) → SL2(e)
i
eprinc−−−−→ Ǧ(e), as is standard.

Remark 3.3.5. Note that if we have an irreducible representation σ̃ as in Theorem C, then the
center of He must be finite modulo the center of Ǧ; indeed, otherwise there is a proper Levi M̌
through which SL2 × He → Ǧ factors. In particular, the above result rules out many nilpotents
from contributing to the (fake) discrete spectrum.
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3.4. Actual discrete series (conjectures).

3.4.1. We formulate some conjectures relating AutunrG,fake-disc,χ to the actual discrete series repre-

sentations. Given Theorem A and the spectral decomposition for Eisenstein series [KO1] (and its
extension as announced in [KO2, Thm. 1]), one hopes that these conjectures are within reach.

3.4.2. We have:

Conjecture 3.4.1. Let G be semi-simple.5

(1) The Arthur filtration is defined over Q. In other words, if AutunrG,Q,c denotes the space of
Q-valued functions and fil≤eAutunrG,Q,c := AutunrG,Q,c ∩ fil≤eAutunrG,c, then fil≤eAutunrG,c = e ⊗Q

fil≤eAutunrG,Q,c (which of course implies the same on gre).

(2) Given (1), we can define an Arthur filtration fil≤e L
2(BunG(Fq),C) as the closure of

C⊗Q fil≤eAutunrG,Q,c ⊆ L2(BunG(Fq),C).

Because we are working with Hilbert spaces, this filtration necessarily splits into summands
L2(BunG(Fq),C)e so fil≤e L

2(BunG(Fq),C) ≃ ⊕e′≤eL
2(BunG(Fq),C)e′.

Then we conjecture that the natural map

C⊗
Q
greAutunrG,Q,c → L2(BunG(Fq),C)e

gives an isomorphism on Hecke-finite submodules.

It would follow from this conjecture that there is canonical isomorphism of

C⊗
Q
AutunrG,Q,fake-disc := (gr•AutunrG,Q,c)

Hecke-finite ≃ L2
disc(BunG(Fq),C)

between fake discrete series (at least, up to an isomorphism ι : e ≃ C) and actual discrete series
(which by definition is the maximal finite-dimensional subspace of L2 closed under Hecke operators).

Remark 3.4.1. Let L2(BunG(Fq),C)Eis be the closed subspace topologically spanned by Eisenstein
series from characters of Λ = BunT (Fq)/Bun

◦
T (Fq). In [KO1], it was shown that this space is

a sum indexed by dual nilpotent orbits, and in [KO2], a similar result was announced for all of
L2(BunG(Fq),C). We of course expect the two decompositions by dual nilpotent orbits to coincide.

Remark 3.4.2. By Theorem G, one can see Conjecture 3.4.1 (1) holds for the Arthur filtration on
cuspidal functions. Hopefully the rest can be treated via induction by computing inner products of
Eisenstein series as in Kazhdan-Okounkov.

4. Arithmetic local systems and Arthur’s multiplicity formula

4.1. Moduli spaces of local systems and automorphic forms.

5One can generalize to arbitrary reductive G by taking Ξ ⊆ BunZ(Fq) finite index and working with Ξ-invariant
functions on BunG(Fq), as in [Laf2], and we consider functions L2 modulo the center. As noted already, up to
tensoring by a character of BunGab(Fq), all automorphic forms with fixed nebentypus can be translated to have this
Ξ-invariance property for some Ξ, so this is not a restriction in generality.
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4.1.1. Let H be an affine algebraic group. In [AGKRRV1], we introduced two stacks of H-local
systems on X, both defined over e.

The first, LSrestrH , has e-points that are H-local systems on X, i.e., continuous representations
πét
1 (X) → H(e) up to conjugacy. It is a formal stack with many connected components – two local

systems lie in the same connected component if and only if they have the same semi-simplification.

Pullback along the geometric Frobenius ofX defines a Frobenius automorphism Frob = FrobLSrestrH

of LSrestrH . Its (homotopy) fixed points are the stack LSarthmH , whose points are representations
WX → H(e) up to conjugacy.

For an informal introduction to these ideas with more details, see [Ras] §2.

4.1.2. We have the following results.

Theorem 4.1.1 ([GR3]). There is an open substack LSrestr,′
Ǧ

⊆ LSrestr
Ǧ

that is a disjoint union of

connected components with base-change LSarthm,′
Ǧ

:= LSarthm
Ǧ

×LSrestr
Ǧ

LSrestr,′
Ǧ

so that:

• There is a geometric Langlands equivalence

LG : ShvNilp(BunG) ≃ IndCohNilpspec(LS
restr,′
Ǧ

)

satisfying standard compatibilities: compatibility with Hecke functors, with Whittaker coef-
ficients, and with geometric Eisenstein series (see [GR3] for more details).

On the right hand side,

Nilpspec ⊆ T ∗[−1] LSrestr
Ǧ

= {σ ∈ LSrestr
Ǧ

,ϕ ∈ Cét(X, ǧσ)}
is the spectral nilpotent cone (cf. [AG, §11]) and IndCohNilpspec indicates IndCoh with singular
support in Nilpspec, as in [AG].

• There is an arithmetic Langlands equivalence

AutunrG,c ≃ Γ(LSarthm,′
Ǧ

,ω)

for ω the dualizing sheaf.

The first part of this result is proved in [GR3] by a reduction to characteristic 0 geometric
Langlands [GR1, ABCCFGLRR, CCFGLRR, ABCFGLRR, GR2]. Of course, we expect

LSrestr,′
Ǧ

= LSrestr
Ǧ

(4.1.1)

(and this is so for GLn), but at the moment, the above is all that we can prove.

As explained in [AGKRRV1, BLR], the second part of this theorem is a consequence of the first
part using the results of [AGKRRV3].

4.2. The spectral filtration. Given I ⊆ Ň/Ǧ closed as before, we have a corresponding closed
NilpspecI ⊆ Nilpspec.

Because the functor LG in (4.1.1) is equivariant with respect to the derived Satake equivalence,
we obtain

Corollary 4.2.1. (1) For every nilpotent e, LG identifies the categories

LG : ShvNilp(BunG)I ≃ IndCohNilpspecI
(LSrestr,′

Ǧ
).
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(2) There are canonical equivalences

filI AutunrG,c ≃ tr(Frob∗, IndCohNilpspecI
(LSrestr,′

Ǧ
))

and

greAutunrG,c ≃ tr(Frob∗, IndCohNilpspece
(LSrestr,′

Ǧ
))

where

IndCohNilpspece
(LSrestr,′

Ǧ
) := IndCohNilpspec≤e

(LSrestr,′
Ǧ

)/IndCohNilpspec<e
(LSrestr,′

Ǧ
)

is the corresponding quotient category.

In sum, to understand the graded terms in the Arthur filtration, it is enough to understand
the trace of Frobenius acting on the spectral categories IndCohNilpspece

(LSrestr,′
Ǧ

), which is a direct
summand of the trace without the ′.

Our goal in the remainder of this section is to explain an explicit calculation of these traces in
the spirit of the Arthur multiplicity formula.

4.3. Generic forms.

4.3.1. Let us take a moment to explicitly describe fil0AutunrG,c.

First, Corollary 4.2.1 gives an isomorphism

fil0AutunrG,c ≃ Γ(LSarthm,′
Ǧ

,O). (4.3.1)

As in [AGKRRV1, §24.2], one can take

Exc := Γ(LSarthm
Ǧ

,O)

as the definition of the excursion algebra.6 From this point of view, its action on AutunrG,c comes via

traces from the Nadler-Yun action of QCoh(LSrestr
Ǧ

) on ShvNilp(BunG) ([AGKRRV1, Main Thm.

14.3.2]).

Theorem H. Let Poinc ∈ AutunrG,c be obtained by pull-push using the diagram

e× Fq BunΩN (Fq) BunG(Fq).
ζ
trFq/Fp

(−)

p ψ pN

(We remark here that BunΩN (Fq) is finite.)

Then Poinc lies in fil0AutunrG,c and corresponds under (4.3.1) to 1 ∈ Γ(LSarthm,′
Ǧ

,O).

It follows that fil0AutunrG,c is generated by Poinc using excursion operators. It follows directly that
if f ∈ AutunrG,cusp,χ is an eigenfunction for the excursion algebra, then it lies in fil0 if and only if

cψ(f) ∕= 0, which is a refinement of Theorem B.

Remark 4.3.1. Under the construction [GR1] of the geometric Langlands functor, the structure
sheaf of LSǦ corresponds to the vacuum Poincaré sheaf; a suitable variant of this is true in the
restricted setting as well, cf. [GR3, §1.1.3]. Morally, the above result follows by taking trace of
Frobenius on this assertion, but there are technical complications: “suitable variant” is doing a lot
of work in the previous sentence. Still, we are able to prove Theorem H; details will appear in future
work.

6In any case, there are different possible meanings of excursion algebra in the literature. The important properties
are that it should act on AutunrG,c and should contain explicit elements acting by Lafforgue’s excursion operators.
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4.4. Philosophy. Here is the main motivation, where we explicitly grant ourselves the freedom of
imprecision.

At first approximation, the Langlands program suggests that (suitable) automorphic forms are
in bijection with semi-simple Langlands parameters WX → Ǧ(e) (up to conjugacy).

At second approximation, Arthur’s conjectures say that automorphic forms are in bijection with
semi-simple Arthur parameters WX × SL2(e) → Ǧ(e).

At third approximation, Arthur’s conjectures say that automorphic forms are in bijection with
semi-simple Arthur parameters σ̃Arth : WX × SL2(e) → Ǧ(e) up to a correction involving a sign
character 󰂃Arth : Sσ̃ → {±1} for Sσ̃ ⊆ Ǧ the centralizer of σ̃Arth, see [Art, Eqn. (8.4)] for the
definition. To motivate later constructions, we remark that one can check that 󰂃Arth is trivial if the
homomorphism ie : SL2 → Ǧ → Ǧad factors through PGL2 (i.e., the nilpotent e is even).

Translated into the perspective of [Zhu, AGKRRV1], the first approximation would suggest
AutunrG,c ≃ Γ(LSarthm

Ǧ
,O).

The second approximation might naively translate to the assertion that AutunrG,c is in bijection with

the moduli stack of Ǧ-valued representations of WX × SL2, which is easily seen (cf. [AGKRRV1,
Prop. 3.5.4]) to be

󰁣
e LS

arthm
He

.

Less naively, the second approximation should be translated to the assertion that greAutunrG,c ≃
Γ(LSarthmHe

,O). This is equivariant for the action of the excursion algebra when one regards LSarthmHe

as mapping to LSarthm
Ǧ

via (2.2.1).

One ought to regard any confusion about the “naive second approximation” and the “actual
second approximation” as resulting from an excess of familiarity with the L2 situation, where any
filtration canonically splits as a direct sum, cf. Conjecture 3.4.1.

Finally, the third approximation should be translated to the assertion that

greAutunrG,c ≃ Γ(LSarthmHe
,Le) (4.4.1)

where Le is a line bundle whose square is O and whose restriction along BSσ̃ → LSarthmHe
corresponds

to the 1-dimensional representation defined by 󰂃Arth.

We develop this picture in the remainder of this section. The material that follows implementing
this idea is the most technical part of this work. Some readers may prefer at this point to skip §4.5,
skim or skip §4.6, and proceed to §5.

4.5. Spectral Whittaker coefficients. We now detail the construction of spectral Whittaker
functors. The initial idea is due to V. Lafforgue, who considered the case of the principal nilpo-
tent element (in connection to the constant sheaf on BunG). The generalization to even nilpotent
elements is considered in [BZSV, §18.5]. The material of this subsection is joint between myself,
Ben-Zvi, and Venkatesh.

4.5.1. Notation concerning nilpotent elements. Let ie : SL2 → Ǧ be a Jacobson-Morozov SL2

associated to a nilpotent e. The adjoint representation ǧ inherits a grading ǧ = ⊕ǧn.

We let Ve := ǧ1 considered as a representation of He. Recall that Ve carries a canonical symplectic
form:

v, w ∈ Ve 󰀁→ κ̌
󰀃
Lie(ie)(

󰀓
0 0
1 0

󰀔
), [v, w]

󰀄

for κ̌ a (fixed once and for all) non-degenerate invariant form on ǧ and Lie(ie) : sl2 → ǧ the
derivative of ie; this form is clearly preserved by the action of He.
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4.5.2. Clifford gerbes. Let Q be a perfect complex in degrees [−1, 1] with a non-degenerate quadratic
form q, which we sometimes consider as a derived stack, and suppose the Euler characteristic of Q
is even (for convenience), equivalently, H0(Q) is even-dimensional.

There is a corresponding Clifford algebra Cl(Q, q). One can consider the corresponding category of
modules M over Cl(Q, q) for which H−1(Q) acts locally nilpotently on H∗(M). As is standard, this
is an invertible DG category; any choice of Lagrangian L → Q provides an equivalence between this
category and Vect. Moreover, again by standard arguments, the square of this gerbe is canonically
trivialized (parallel to the {±1} in Arthur’s setting).

There is a variant: if we instead ask that H1(Q) acts locally nilpotently, a version of Kashiwara’s
lemma implies that we obtain a canonically equivalent category. Where relevant, we refer to this
incarnation of the gerbe as the right nilpotent version, but by default assume the left nilpotent
convention of the previous paragraph.

The above works as well in families.7

We sometimes refer to invertible DG categories (or families of such) as gerbes, maybe to the
chagrin of some specialists.

4.5.3. For a local system σ ∈ LSrestrHe
, there is a corresponding lisse sheaf Ve,σ on X associated to

the representation Ve. By design, Ve,σ carries a symplectic form, so its shifted étale cohomology
Cét(X,Ve,σ)[1] (i.e., the derived version of H1

ét) carries a non-degenerate symmetric bilinear form
by Poincaré duality, i.e, it is naturally a quadratic space (or rather: complex).

The construction of §4.5.2 associates a gerbe Ge,σ to the above quadratic space. This construction
works well in families, so we obtain a gerbe Ge over LSrestrHe

.

We let IndCohGe(LS
restr
He

) and QCohGe(LS
restr
He

) denote the corresponding gerbe-twisted forms of
IndCoh and QCoh. Informally, this means that we consider modules over the above sheaves of
Clifford algebras rather than over just the structure sheaf.

4.5.4. The key construction is the existence of a canonical functor

coeffspec
e : IndCoh(LSrestr

Ǧ
) → IndCohGe(LS

restr
He

)

called the spectral Whittaker coefficient. The construction works in any sheaf theory, e.g., de Rham
or Betti, but restricted local systems are the context relevant for arithmetic purposes.

4.5.5. To outline the construction, we use some language of matrix factorizations below. Given a

stack f : Y → A1, recall that f−1(0) is acted on by the DG group scheme ΩA1, so IndCoh(ΩA1)
acts on IndCoh(f−1(0)). Recall [Pre] that the category of matrix factorizations MF(Y, f) is the
tensor product

IndCoh(f−1(0)) ⊗
IndCoh(ΩA1)

IndCoh(ΩA1)/QCoh(ΩA1).

In particular, there is a tautological quotient functor

IndCoh(f−1(0)) → MF(Y, 0). (4.5.1)

When Gm acts on Y and f is Gm-equivariant (with respect to some power of the scaling action on
A1), we let MFGm(Y, f) := MF(Y, f)Gm be the Gm-equivariant objects, i.e., the category of graded
matrix factorizations.

7Not in families, one easily finds that the gerbe for Q is canonically identified with that for the non-derived
quadratic space H0(Q).
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Now LSrestrHe⋉Ve
is the moduli of σ ∈ LSHe plus a section of Cét(Ve,σ)[1]. In particular, LSrestrHe⋉Ve

→
LSrestrHe

is a quadratic bundle with quadratic form qe : LS
restr
He⋉Ve

→ A1.

Let Ǧ≥1 ⊆ Ǧ be the unipotent subgroup with Lie algebra ǧ≥1 = ⊕n≥1ǧn (the grading determined
by λe), and similarly for Ǧ≥2. Let HeisVe be the pushout of Ǧ≥1 along the Whittaker homomorphism

Ǧ≥2 → A1 obtained by exponentiating the map ǧ≥2 → k of κ̌-pairing with Lie(ie)(
󰀓
0 0
1 0

󰀔
). Observe

that this Heisenberg extension is encoded by a homomorphism ψ : Ve → BGa, which is He-
equivariant with respect to the trivial action on the target, so gives He ⋉ Ve → BGa.

An exercise in Heisenberg groups shows that qe coincides with the composition:

LSrestrHe⋉Ve
→ LSBGa → H2

ét(X) ≃ A1. (4.5.2)
This expression induces a null-homotopy of the composition:

LSrestr
He⋉Ǧ≥1

→ LSrestrHe⋉Ve

qe−→ A1.

Next, observe that Gm acts canonically on LSrestr
He⋉Ǧ≥1

– its double cover (Gm)SL2 acts on Ǧ≥1

encoding the grading on ǧ≥1, but the µ2 ⊆ (Gm)SL2 maps to He so acts trivially on the above
stack, so the action descends to Gm = (Gm)PGL2 = (Gm)SL2/µ2. The projection to LSHe⋉Ve is
Gm-equivariant for the obvious Gm-action on a (quadratic) bundle.

By a variant of [Pre, Thm. 9.3.4], MFGm(LSrestrHe⋉Ve
, qe) is the category of Z/2-graded modules

over the Clifford (super)algebra, so has a functor (forgetting the Z/2-grading) to IndCohGe(LS
restr
He

).
Then the spectral Whittaker functor is formed using upper-! and lower-* along the correspondence

LSrestr
Ǧ

LSrestr
He⋉Ǧ≥1

/Gm q−1
e (0)/Gm,

the projection (4.5.1), and this forgetful functor.

4.6. Properties of spectral Whittaker coefficients.

4.6.1. We have the following structural properties:

Theorem I. (1) The functor coeffspec
e maps IndCohNilpspec≤e

(LSrestr
Ǧ

) to QCohGe(LS
restr
He

) ⊆ IndCohGe(LS
restr
He

).

(2) coeffspec
e vanishes on IndCohNilpspec<e

(LSrestr
Ǧ

).

(3) The restricted functor coeffspec
e |IndCoh

Nilp
spec
≤e

(LSrestr
Ǧ

) preserves compact objects.

4.6.2. It follows that we obtain a functor

IndCohNilpspece
(LSrestr

Ǧ
) = IndCohNilpspec≤e

(LSrestr
Ǧ

)/IndCohNilpspec<e
(LSrestr

Ǧ
) → QCohGe(LS

restr
He

).

We denote the resulting functor by coeffspec
e . By Theorem I, coeffspec

e preserves compact objects, so
induces a morphism on traces.

Theorem J. The induced map

tr(coeffspec
e ) : tr(Frob, IndCohNilpspece

(LSrestr
Ǧ

)) → tr(Frob,QCohGe(LS
restr
He

))
is an isomorphism.

In the above theorem, the left hand side is naturally acted on by Γ(LSarthm
Ǧ

,O) and the right hand

side is acted on by Γ(LSarthmHe
,O). The isomorphism is equivariant for the action of Γ(LSarthm

Ǧ
,O)

using the map LSarthmHe
→ LSarthm

Ǧ
given by (2.2.1). The translation using q occurs ultimately

because of the distinguished role of H2
ét(X) ≃ e(−1) (e.g., the bilinear form on H1

ét(Ve,σ) was
valued in H2

ét(X) ≃ e(−1), see also (4.5.2)).
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4.6.3. Application to traces. If there were no gerbe Ge, we would calculate the trace of Frobenius

on QCohGe(LS
restr
He

) as functions on LSarthmHe
.

Because of the gerbe, the trace is given as global sections of a line bundle Le on LSarthmHe
instead.

This line bundle arises as follows. Given a point of LSarthmHe
, i.e., a point σ ∈ LSrestrHe

with an
isomorphism α : Φ∗

X(σ) ≃ σ, we obtain an isomorphism

Ge,σ
α≃ Ge,Φ∗

X(σ) ≃ Ge,σ

using the evident Frobenius equivariance of Ge. This is an isomorphism of µ2-gerbes, so is given by
a µ2-torsor, i.e., a line bundle Le whose tensor square is trivialized. See §4.6.5 for a more explicit
description of Le.

4.6.4. The main point. Unconditionally, we deduce from the discussion of this section that

greAutunrG,c ≃ Γ(LSarthm,′
He

,Le). (4.6.1)

Here LSarthm,′
He

are those local systems whose image in LSrestr
Ǧ

lie in LSrestr,′
Ǧ

.

4.6.5. Explicitly, for σ ∈ LSarthmHe
(e) with automorphism group Sσ, one can restrict Le along BSσ →

LSarthmHe
to obtain a character 󰂃 : Sσ → µ2 = {±1}. This character can be explicitly described as

follows.

The map 󰂃 can be explicitly described as follows. One forms H := H1
ét(X,Ve,σ), which is a

quadratic space. There is an action of Sσ on H preserving the quadratic form. Moreover, there is
a Frobenius automorphism, which lies in the general orthogonal group – it preserves the quadratic
form up to a factor of q.

Therefore, we have a map Sσ × Z → GO(H), GO being the generalized orthogonal group.
Pullback of GSpin(H) defines a central extension 1 → µ2 → E → Sσ × Z → 1. The commutator
for this central extension gives a canonical map Sσ → µ2, which is easily seen to be this character
󰂃 (essentially because the Clifford gerbe construction defines the spin group).

The following is not obvious from the definitions, but results by elementary manipulations.

Lemma K. For semi-simple σ, the character 󰂃 : Sσ → µ2 coincides with Arthur’s character 󰂃Arth

referenced in §4.4.

4.6.6. Method of proof of Theorem J. This discussion is both cursory and technical, but it feels
appropriate to give the flavor of the proof of this key result.

The most important point is the construction of a filtration8 on IndCohNilpspece
(LSrestr

Ǧ
) whose

associated graded is QCoh⇒(Nilpspec,∼e ), where the notation needs some explaining.

Below, for n ≥ 0, we let ǧ≥n = ⊕m≥nǧm denote the sum of the corresponding λe-weight spaces
and let Ǧ≥n ⊆ Ǧ denote the corresponding connected subgroup.

We notice that for Ce ⊆ Ǧ the centralizer of e (not ie!), Nilpspece = LSrestrCe
parametrizes symmetric

monoidal, right t-exact functors Rep(Ce) = QCoh(BCe) → qLisse(X), cf. [AGKRRV1]. We have

BCe = ˇ̊g≥2/Ǧ≥0 where ˇ̊g≥2 := AdǦ≥0
(e) ⊆ ǧ≥2 is the open orbit. We can form BC∼

e , the formal

completion of ˇ̊g≥2/Ǧ≥0 in ˇ̊g≥1/Ǧ≥0, and then define Nilpspec,∼e accordingly (with BCe replaced by
BC∼

e in the above).

8This story has a -1-shifted microlocal character, though it is all done quite explicitly.
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Finally, observe that Gm acts via λe on BC∼
e , hence on Nilpspec,∼e , so we can form sheared

quasi-coherent sheaves QCoh⇒, cf. [AG, §A.2] or [BZSV, §6].
Then consider QCohGe(LS

restr
He

) as filtered by considering it as right nilpotent modules over the

Clifford algebra, cf. §4.5.2. The associated graded category is a sheared version of QCoh(LSrestr,∼He
),

where LSrestr,∼He
is defined to parametrize maps QCoh(V ∧

e /He) → qLisse(X), i.e., it is the moduli of
an He-local system and a section of Ve,σ in the formal neighborhood of 0.

There are evident maps

V ∧
e /He

ξ 󰀁→ξ+e−−−−→ (ǧ≥1)
∧
ˇ̊g≥2

/Ǧ≥0 = BC∼
e , LSrestr,∼He

→ Nilpspec,∼e

that latter of which induces a pullback functor

QCoh(Nilpspec,∼e ) → QCoh(LSrestr,∼He
). (4.6.2)

We prove that the spectral Whittaker coefficient is filtered for the filtrations considered above
and on associated graded is a sheared version of (4.6.2). In other words, the spectral Whittaker
coefficient is a quantum analogue of the simple, geometric functor (4.6.2) (where we can ignore ∼
if we restrict to even nilpotents).

We also show that (4.6.2) induces an isomorphism on traces of Frobenius. As a first approximation
to this, note that the Gm action on Nilpspece is contracting with fixed points LSrestrHe

. (The actual
argument is in the spirit of Theorem L.)

Functoriality of traces then implies that both sides of Theorem J have filtrations, and that the
map is an isomorphism on associated graded. We prove that although the filtrations are unbounded
from below, they are bounded in each cohomological degree, so are complete; therefore, the gr
calculation suffices.

5. More on arithmetic local systems

We now study the algebraic geometry of the moduli spaces of arithmetic local systems. We then
indicate the proofs of Theorem G and Theorem E.

5.1. Vanishing results.

5.1.1. We have the following result, which can be thought of as treating the case of even nilpotent
elements.

Theorem L. For any linearly reductive group H, the derived global sections Γ(LSarthmH ,O) is con-

centrated in cohomological degree 0, i.e., H i(LSarthmH ,O) = 0 for i ∕= 0. Moreover, H0(LSarthmH ,O)
is reduced.

The argument is similar to the proof of [AGKRRV1, Prop. 25.1.7]. Briefly, the idea is that LSarthmH

is smooth in a neighborhood of any ι-pure local system, so this locus is understandable. We reduce
to this case using [Laf1], the weight filtration, and simple GIT.

5.1.2. Generalization. In the above setup, assume now that H is equipped with a symplectic rep-

resentation V . As in §4, there is a line bundle LV on LSarthmH whose tensor square is O.

Theorem M. (1) LSarthmH is the disjoint union of two open substacks LSarthmH,V+

󰁣
LSarthmH,V− where

a point σ lies in LSarthmH,V+ (resp. LSarthmH,V−) if and only if its semi-simplification does, which
occurs if and only the resulting character 󰂃V : Sσ := Aut(σ) → µ2 corresponding to LV |BSσ

(cf. §4.6.5) is trivial (resp. non-trivial).
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(2) Γ(LSarthmH,V−,LV ) = 0.

(3) Γ(LSarthmH,V+,LV ) is concentrated in cohomological degree 0 and is a rank 1 projective module

over Γ(LSarthmH,V+,O) (which is concentrated in cohomological degree 0 by Theorem L).

The general methodology is the same as the proof of Theorem L, though finer analysis is needed.

5.1.3. First applications. First, we note that Theorem L and Theorem M combined with (4.6.1)
clearly imply Theorem E.

Second, we observe that Theorem M combined with Lemma K, Conjecture 3.4.1, and the expec-
tation (4.1.1) imply Arthur’s multiplicity formula for unramified automorphic forms. In this sense,
we see that geometric Langlands in characteristic p implies an ℓ-adic version of Arthur’s multiplicity
formula, and plausibly could be applied to the original formulation in the near future.

5.2. Proof of Theorem G.

5.2.1. First, we have the elementary lemma:

Lemma 5.2.1. Let A be a finitely generated, reduced commutative algebra over the field e. Let P
be a projective A-module. Suppose there is an element v ∈ P such that A · v is 1-dimensional over
e.

Then there is a decomposition A = e× A of commutative algebras such that the action of A on
v factors through the first factor.

5.2.2. To simplify the discussion, we assume G is a semi-simple group, so we can ignore the minor
games with the nebentypus.

Now suppose f ∈ AutunrG,fake-disc,e is an eigenfunction for the excursion algebra ExcǦ := Γ(LSarthm
Ǧ

,O).

By (4.6.1), the action of ExcǦ on greAutunrG,c extends to an action of ExcHe := Γ(LSarthmHe
,O).

Using Vinberg’s results [Vin], one can show that the map ExcǦ → ExcHe is finite. Therefore,
ExcHe · f is finite-dimensional over e; we can further diagonalize this action to reduce to the case
where f is an eigenfunction for ExcHe .

Using GIT, we can identify the points of Spec(ExcHe) with the space of semi-simple continuous
representations WX → He(e) up to conjugacy. In particular, we obtain the semi-simple represen-
tation σ̃f : WX → He(e), and our task is to show that it is irreducible.

By Theorem M, greAutunrG,c is a projective module over ExcHe (it locally has ranks 0 and 1). By
Theorem L, ExcHe is reduced.

Therefore, we can apply Lemma 5.2.1 to see that the homomorphism ExcHe → e defined by f
corresponds to a (reduced) isolated point in Spec(ExcHe). (As an aside, Theorem F follows at this
point.)

Now suppose σ̃f were not irreducible. The motto is that in this case we can vary the Frobenius
of σ̃f to contradict the isolatedness above.

More precisely, there is a non-trivial homomorphism λ : Gm → Sσ̃f
⊆ He, where Sσ̃f

is the
centralizer of σ̃f .

For t ∈ Gm, define tσ̃f : WX → He(e) by sending (g ∈ WX) 󰀁→ λ(tlog |g|) · σ̃f (g); here log | − |
is just notation for the projection WX → Z. This defines a map Gm → LSarthmHe

→ Spec(ExcHe)



20 SAM RASKIN

sending 1 ∈ Gm to σ̃f . We claim the resulting composition is non-constant, contradicting the fact
that σ̃f was an isolated point.

Indeed, this follows from the elementary lemma:

Lemma 5.2.2. Suppose λ : Gm → GLn is a non-constant homomorphism. Suppose T ∈ GLn

is a matrix commuting with λ(t) for every t. Then for some i ≥ 0, the polynomial function t 󰀁→
trΛi(λ(t) · T ) is non-constant.

Remark 5.2.3. There is a subtlety in this logic worth highlighting. Suppose we are in the simplest
case where e = 0 and we wish to prove that a generic automorphic form satisfies naive Ramanujan.
Then the above argument crucially uses the fact that gr0AutunrG,c → AutunrG,c is injective, i.e., essen-
tially the full force of Theorem E. Therefore, even in this case, our argument needs our study of
gre for non-zero nilpotents e.
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