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A STABILITY THEORY BEYOND THE CO-ROTATIONAL SETTING FOR CRITICAL WAVE

MAPS BLOW UP

JOACHIM KRIEGER, SHUANG MIAO, AND WILHELM SCHLAG

Abstract. We exhibit non-equivariant perturbations of the blowup solutions constructed in [18] for energy

critical wave maps into S2. Our admissible class of perturbations is an open set in some sufficiently smooth

topology and vanishes near the light cone. We show that the blowup solutions from [18] are rigid under such

perturbations, including the space-time location of blowup. As blowup is approached, the dynamics agree with

the classification obtained in [7], and all six symmetry parameters converge to limiting values. Compared to the

previous work [16] in which the rigidity of the blowup solutions from [18] under equivariant perturbations was

proved, the class of perturbations considered in the present work does not impose any symmetry restrictions.

Separation of variables and decomposing into angular Fourier modes leads to an infinite system of coupled

nonlinear equations, which we solve for small admissible data. The nonlinear analysis is based on the distorted

Fourier transform, associated with an infinite family of Bessel type Schrödinger operators on the half-line

indexed by the angular momentum n. A semi-classical WKB-type spectral analysis relative to the parameter

~ = 1
n+1

for large |n| allows us to effectively determine the distorted Fourier basis for the entire infinite family.

Our linear analysis is based on the global Liouville-Green transform as in the earlier works [4, 5].
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1. Introduction

This work is dedicated to the energy critical Wave Maps equation u : R2+1 −→ S2, and more specifically,

to developing a theory which allows to establish the stability (and in fact, rigidity) of a certain class of its

finite time blow up solutions without any symmetry restrictions. Specifically, the final result established

shows that the finite time blow up solutions constructed in [10, 18] in the co-rotational setting, and with

blow up scaling λ(t) = t−1−ν sufficiently close to the self similar rate, i.e. 0 < ν < ν∗ and ν∗ > 0 suffi-

ciently small, are stable under arbitrary sufficiently smooth and small perturbations, without any symmetry

restrictions. The precise result, stated below, will show that the perturbations result in slightly modulated

profiles in perfect agreement with the general classification result due to Duyckaerts-Jia-Kenig-Merle [7],

and it appears to be the first result which shows the full stability of a non-scattering solution in the setting

of Wave Maps (as usual, the open set of perturbations is relative to a stronger topology than energy). A

peculiarity of the solutions constructed in [10,18] is the fact that even before blow up, they are only of finite

regularity (in fact H1+ν−-regularity, with ν as before), on account of a shock they display on the light cone

centered at the singularity. This shock appears to endow the solutions with a strong rigidity, provided ν is

sufficiently small, which may be interpreted as the reason why the space-time location of the singularity for

the perturbed solution is un-changed, a feature which would be clearly false for blow up solutions which

are smooth before the blow up time. It is important to keep in mind that the small perturbations added to

the original data are much smoother than the original data. It is by now known that many different types

of hyperbolic equations admit blow up solutions of similar character, and it is hoped that the present work

may provide techniques to analyze their stability properties as well. In fact, the asymptotic Fourier methods

developed here may be of use for much more general problems, beyond the narrow context of highly specific

blow up solutions considered in this work. Before stating the main theorem, we recall the basic setup

1.1. Blow up in the co-rotational setting. Recall that a Wave Map u : R2+1 −→ S2 ֒→ R3 is a vector

valued solution to the system

�u =
(
|ut |2 − |∇xu|2

)
u, � = −∂2

t + ∆x (1.1)

This model is known to admit a rich class of static solutions of finite energy, due to the large class of finite

energy harmonic maps from R2 to S2. Amongst these, the stereographic projection map Q : R2 −→ S2 is the

one of minimal energy amongst the non-trivial harmonic maps. It is an example of a so-called co-rotational

harmonic map, in that it admits the representation

Q(r, θ) =


cos θ sin Q

sin θ sin Q

cos Q

 ,

where Q is only dependent on r, and in fact for the stereographic projection we have Q(r) = 2 arctan r.

Making the co-rotational ansatz for (1.1) leads to a remarkable simplification of the equation, removing the
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derivatives. In fact, making the ansatz

u(t, r) =


cos θ sin v

sin θ sin v

cos v

 ,

where now v = v(t, r) is a scalar unknown, one derives the equation

�v =
sin 2v

2r2
, � = −∂2

t + ∂
2
r +

1

r
∂r. (1.2)

The fact that v(t, r) = 2 arctan r is a static solution of this problem is then easily verified by direct calcu-

lation. The simplified model (1.2) has been the subject of intense numerical and theoretical investigations,

see for example [26–28]. In particular, the crucial role that harmonic maps play in the formation of singu-

larities for this model was first stressed in [29], and numerical investigations showing the bubbling-off of

co-rotational harmonic maps were done in [2]. The first rigorous construction of blow-up solutions within

the co-rotational setting is due to [18], later followed by a different blow up construction in [22]. While the

former constructed a continuum of blow up solutions of the form

v(t, r) = Q(λ(t)r) + ǫ(t, r)

where λ(t) = t−1−ν, ν > 1
2

(later refined to ν > 0 in [10], see also [17]), and moreover with ǫ(t, ·) ∈ H1+ν−,

the solutions in [22] are C∞ before formation of the singularity, and were shown to be stable within the

co-rotational class (as usual, the open set of perturbations is relative to a stronger topology than energy), a

feature missing in [10,18]. Co-rotational stability of the solutions in [10,18] for ν small enough was proved

recently in [16]. It is to be noted that the technique for showing stability in [16] are completely different

than the ones giving stability in [22]. In particular, the work [16] relies heavily on the use of the distorted

Fourier transform. In the present work, Fourier techniques will also play an all-encompassing role.

1.2. Beyond the co-rotational setting. As is clear from comparison of (1.2), (1.1), the stability problem

outside of the co-rotational context is of a quite different character than the co-rotational one: the nonlinear

source terms display derivatives, and in particular they lose the smoothing property which the purely semi-

linear source terms in the co-rotational setting possess. In fact, the classical local well-posedness theory as

developed for example in [12–14], reveals that in order to get strong local well-posedness all the way to the

critical scaling level (which is essentially required for us since the solutions we perturb are only of regularity

H1+ν−, with Ḣ1 the scaling critical space), a special algebraic cancellation feature in the nonlinearity is gen-

erally required (so-called null-structure); the Wave Maps problem has such a structure. Problems with this

structure can be handled by means of the Hs, δ (also referred to as Xs,b-spaces) functional framework, which,

however, appears intimately adapted to the free wave equation. Perturbing around the co-rotational blow ups

leads to a very different kind of operator than the standard d’Alembertian. While it would be very interesting

to develop abstract function spaces similar to the Hs,δ-spaces to handle more general hyperbolic problems

encompassing in particular our setup, our strategy in this work is to pursue a reductive ansatz, employing

suitable coordinates and a separation of variables to arrive at a countable family of 1 + 1-dimensional wave

operators indexed by the angular frequency, and which we analyze asymptotically to reduce the analysis to

a setup similar to the one in [16]. The asymptotic analysis of the infinite family of wave operators uses tech-

niques developed in [4,5]. This allows us to develop sufficiently precise parametrices for the wave operators

in order to analyze the propagation of the shock on the light cone in the various nonlinear interactions and
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at various angular frequencies. An abstract Hs,δ framework is then substituted for in this work by a precise

concept of admissible singular functions, see Definition 7.8, which is both compatible with the family of

wave propagators at the various angular frequencies, as well as the structure of the nonlinear source terms

(since, being formulated on the distorted Fourier side, it allows a natural translation to the physical side). In

addition to handling an infinite family of wave propagators at different angular frequencies, one also needs

to deal with the inherent instabilities at three exceptional angular momenta, namely n = 0,±1. The Fourier

representations at these angular momenta are exceptional, due to the presence of resonances/eigenvectors

at frequency zero. These cause degeneracies in the corresponding spectral measures, and require a sepa-

rate analysis of the continuous spectral part and the unstable (discrete) spectral part. We then rely on the

fact that all these wave operators admit a super-symmetric partner, owing to a remarkable product structure

already taken advantage of in the co-rotational setting in [16, 22], which reduces an analysis of the wave

equations at exceptional angular momenta to an analysis of the super-symmetric partner equation (which no

longer exhibits a singular spectral measure), as well as the ODE governing the evolution of the instability.

It turns out that the conjunction of the shock on the light cone and the nonlinear source terms involving

derivatives produce source terms for the evolution of the unstable modes which would lead to divergence.

Handling this issue requires the use of some form of modulation theory, which, however, differs from the

more standard one in that it is the action of internal symmetries on the singular part of the original co-

rotational blow up which is being used to counteract other singular terms arising from the interaction of the

perturbation and the original co-rotational singularity (i.e., a shock along the light cone). The only relevant

symmetries here are scaling, three types of rotations on the target, as well as Lorentz transforms, which are

in fact all symmetries leaving the light cone invariant.

1.3. Statement of the main theorem. The following is the result of the developments of this work, proved

at the very end. Recall that the co-rotational finite time blow up solutions in [10,18] are of the form (in polar

coordinates)

Φ(t, θ, r) =


cos θ sin U

sin θ sin U

cos U



where U = U(t, r) = Q(λ(t)r) + ǫ(t, r) where λ(t) = t−1−ν, Q(r) = 2 arctan r, and the error term ǫ(t, r)

vanishes asymptotically in a suitable sense in the light cone centred at the singularity (t, r) = (0, 0) as t

approaches 0. The following theorem will be rendered completely precise in the ensuing analysis, with a

delicate description of the radiation term δΨ in the light cone.

Theorem 1.1. Let Φ =


cos θ sin U

sin θ sin U

cos U

, U = U(t, r) be one of the finite time co-rotational blow up solutions

constructed in [10, 18], with ν > 0 sufficiently small, and restricted to the space time slab (0, t0] × R2,

where t0 = t0(ν) is sufficiently small. Then there is δ∗ = δ∗(ν, t0) > 0 with the following property: let

(δΦ1, δΦ2) : R2 −→ R3 with the property that
∥∥∥(δΦ1, δΦ2)

∥∥∥
H100(R2)

< δ∗,

and such that

Ψ[t0] := (Φ(t0, ·) + δΦ1, ∂tΦ(t0, ·) + δΦ2) : R2 −→ S2 × TS2
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constitutes a data set for (1.1), and furthermore δΦ j, j = 1, 2, is supported inside the disk r = |x| < t0
2

. Then

the solution for (1.1), with data Ψ[t0] at time t = t0 admits a solution Ψ on the space-time slab (0, t0] × R2

which can be written in the form

Ψ = Lv(t)Rα(t),β(t)

h(t)
Sc(t) (Φ + δΨ) ,

where Lv(t) is a time dependent Lorentz transform, Rα(t),β(t)

h(t)
a general rotation on the target S2 parametrized

as the product of three elementary rotations, and Sc(t) a continuously varying change of scale. The radia-

tion part δΨ vanishes asymptotically in the light cone near the singularity in the energy topology, and the

modulation parameters v(t), α(t), β(t), h(t), c(t) approach finite limiting values as t → 0.

2. Summary of the sections of the paper

Very roughly speaking, the paper is divided into an elaborate linear part, which provides the basis for the

distorted Fourier analysis at arbitrary angular frequencies, as well as a nonlinear part, where a machinery is

developed to handle the various nonlinear source terms, in particular the null-form terms, and with irregular

“inputs”. The nonlinear part also encompasses the analysis of the unstable modes arising at angular frequen-

cies n = 0,±1, which forces us to employ the modulation techniques. Here we give a brief description of

the linear as well as the nonlinear part. To get things started, we of course need the right formulation of the

perturbation problem, which is accomplished in section 3 following an ansatz by Davila, DelPino, Wei [6].

Specifically, letting as before Φ denote the unperturbed co-rotational blow up solution, and introducing the

frame (which constitutes an orthonormal basis for TΦS
2)

E1 =


cos θ cos U

sin θ cos U

− sin U

 , E2 =


− sin θ

cos θ

0

 ,

we make the ansatz

Ψ = Lv(t)Rα(t),β(t)

h(t)
Sc(t)

Φ +
∑

j=1,2

ϕ jE j + q

 ,

where q is a multiple of Φ, of quadratic size in (ϕ1, ϕ2) (provided the latter are small).

In section 3, in a first approximation, we ignore the modulations, and derive the leading order wave equations

for the ϕ j. For this, we decompose these functions into discrete Fourier series in relation to the angular

parameter θ, i. e. we write ϕ j =
∑

n∈Z ϕ j(n)einθ . In order to extract wave operators whose spatial part is time

independent, we change variables to τ =
∫ ∞

t
λ(s) ds, R = λ(t) · r, λ(t) = t−1−ν. Furthermore, we introduce

the variables

ε±(n) = ϕ1(n) ∓ iϕ2(n), n ∈ Z,

which satisfy wave equations with elliptic part given by the family of operators H±n in (2.1). This is then the

family of operators whose spectral theory is analyzed asymptotically for large values of n (the small values

can be studied by more standard methods) in the linear part of the paper.



A STABILITY THEORY BEYOND THE CO-ROTATIONAL SETTING FOR CRITICAL WAVE MAPS BLOW UP 7

2.1. The linear part. This encompasses sections 3.1 to 5.4. The operators governing the linearized flow,

restricted to a fixed angular frequency n, are given by

H+n := ∂2
R +

1

R
∂R − fn(R) + gn(R), H−n := ∂2

R +
1

R
∂R − fn(R) − gn(R). (2.1)

where

fn(R) =
n2 + 1

R2
− 8

(R2 + 1)2
, gn(R) =

2n

R2
− 4n

R2 + 1
,

− fn(R) + gn(R) = − (n − 1)2

R2
− 4n

R2 + 1
+

8

(R2 + 1)2
,

− fn(R) − gn(R) = − (n + 1)2

R2
+

4n

R2 + 1
+

8

(R2 + 1)2

These operators are symmetric in L2(R dR) with domain consisting of C2((0,∞)) functions of compact

support in (0,∞). Conjugating H±n by the weights R
1
2 yields the Schrödinger operators

H+n = R
1
2 H+n R−

1
2 =∂2

R +
1

4R2
− (n − 1)2

R2
− 4n

R2 + 1
+

8

(R2 + 1)2
,

H−n = R
1
2 H−n R−

1
2 =∂2

R +
1

4R2
− (n + 1)2

R2
+

4n

R2 + 1
+

8

(R2 + 1)2
.

which are symmetric in L2(dR) over the same domain. The potentials here are strongly singular, meaning

that they are not integrable on (0, 1). The nonlinear analysis will be based on the (distorted) Fourier trans-

form associated with these operators, see Gesztesy, Zinchenko [11] for the general theory of this Fourier

transform, as well as Section 4.2 below. All operators −H±n are nonnegative, and for |n| ≥ 2 they do not

possess any 0 energy modes. However, H+n = H−−n for n = 0,±1 each exhibit a 0 energy state, which is

either an eigenvalue or resonance. In Section 9.2 below we relate these 0 modes to six modes of the matrix

operator L of (3.20) which are generated by all available symmetries: translations of R2, Lorentz transforms

of Minkowski space R1+2
t,x , dilations, and rotations of the sphere S2. This is an 8-parameter family, but trans-

lations and Lorentz transforms lead to the same modes. This is an essential feature of our main theorem

since translations do not appear in the asymptotic description of the blowup solutions. Even though sepa-

rating variables might seem like a heavy-handed approach, it appears necessary to proceed in this fashion

since the physical symmetries do not affect any frequencies |n| ≥ 2 in the angle.

In order to effectively diagonalize each of the the linearized operators (for fixed angular frequency) by

means of its associated distorted Fourier transform, we need to gain precise control on the solutions of the

equations −H±n φ = E2φ, in the entire range of all three variables n, E,R. We treat |n| ≤ N separately and by

different methods from the regime |n| ≥ N, where N is some large absolute constant. Small |n| are handled

by the perturbative techniques of [18] and [24, 25]. The large |n| regime, which is intrinsically a singular

perturbation problem, is reduced to a semi-classical spectral problem
(
−~2∂2

R
+ V(R; ~)

)
f = (~E)2 f with

~ = (n + 1)−1 and V(R; ~) = R−2 + ~W(R; ~). A change of variables x = ~ER moves the turning point

V(R; ~) − (~E)2 = 0 to the vicinity of x = 1. As in [5], we need to carry out the so-called Langer correction

by adding ~2/(4x2) to the potential. Otherwise our WKB type approximations will diverge as E → 0 (see [5]
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for more on this). The resulting problem is of the form, see (4.65) and (4.66),

−~2 f̃ ′′(x) + Q0(x) f̃ (x) = 0, Q0(x) := x−2 − 1 + corrections.

To this we apply the global Liouville-Green transform (4.72), viz.

τ(x, α; ~) := sign (x − xt(α; ~))

∣∣∣∣∣∣
3

2

∫ x

xt(α;,~)

√
|Q0(u, α; ~)| du

∣∣∣∣∣∣

2
3

also known as Langer transform, which turns the previous equation into a perturbed Airy equation in the

variable τ ∈ (−∞,∞), see (4.76). In Section 4.6 we solve this perturbed Airy equation so as to obtain

a fundamental system in τ. Our strategy is inspired by the one of [4, 5]. It is absolutely essential for us

that our approximation is accurate up to a multiplicative correction of the form 1 + ~a(τ; E, ~) where a is

uniformly bounded in the entire three-parameter regime. In addition, we control the derivatives in E and

τ. In particular, the functions a cannot contain any rapidly oscillating factors, and all oscillations have

to be included in the main term. This appears to be in stark contrast to the vast body of the semi-classical

literature in which the errors are additive, or only the limit ~→ 0 is considered. Anything but the asymptotic

descriptions of the fundamental system and the spectral measure as we derive them below uniformly in all

three parameters, would be insufficient for our nonlinear analysis. One surprising feature of our analysis,

which does not appear in [4, 5] is a parameter regime in which a(τ; E, ~) can form arbitrarily long plateaus

without any decay, see Lemma 4.31.

2.2. The nonlinear part. Roughly speaking, the nonlinear part is divided into three parts. In the first

part, section 6, we develop the basic bilinear and multilinear estimates allowing us to control the source

terms away from the light cone, i.e., in the region where all source terms have a regularity like that of the

perturbation of the initial data. Here the main difficulty consists in proving estimates which experience no

losses in the angular frequency, and with respect to a space which is consistent with the wave parametrix and

the transference operator which comes up in the solution of the linear homogeneous problem associated to

H±n . We shall refer this space as the smooth space, since elements in it have a high degree of differentiability,

but on the flip side they have little structure beyond the smoothness. In terms of the distorted Fourier

variables x(τ, ξ), these norms are of the form
∥∥∥∥∥
(
~

2ξ
)1− δ

2
〈
~

2ξ
〉δ+ 3

2
x(τ, ξ)

∥∥∥∥∥
L2

dξ

,

where ~ = 1
|n|+1

is in terms of the angular frequency n, and 〈x〉 =
√

1 + x2. It is important that these norms

include the weight
(
~

2ξ
)1− δ2 for small frequencies, and the different weight

(
~

2ξ
) 5

2+
δ
2 for very large frequen-

cies. The fact that one uses the variable ~2ξ rather than ξ comes from the fine structure of the eigenfunctions

and the transference operator at angular frequency n, and more specifically the fact that the separation point

between the non-oscillatory and oscillatory regimes (so-called turning point) is defined in terms of Rξ
1
2 ~.

We observe that other than some technical but non-essential issues arising near the spatial origin R = 0, the

small angular frequencies and in particular the exceptional ones can be handled very similarly to the large

ones in this setting.

In the second part, covering section 7, section 8, we develop a functional framework which encompasses

the shock singularity along the light cone, and which allows us to handle the null-form nonlinear source
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terms, as well as the remaining terms, for angular frequencies |n| ≥ 2. Due to the complexity of the function

space, we do this in several stages, starting with a basic prototype singular term (Definition 7.2 ), which gets

refined to the more general admissible singular function concept in Definition 7.8, and this gets combined

with the smooth space concept from before in the final Definition 8.3 for angular frequencies |n| ≥ 2. This

gets complemented by an analogous definition for the exceptional modes, which also includes the desired

bounds for the unstable modes. Completing the required bounds for the angular frequencies |n| ≥ 2 then

amounts to proving estimates for all the source terms as in Prop. 8.12, as well as solving the inhomogeneous

wave equation in its Fourier realization. The latter is accomplished in section 8, where the same method

as in [19] is used to iterate away the linear non-local source terms due to the transference operator. The

reiteration method used here relies crucially on the asymptotic bounds for the transference operator kernel

established in section 5.

It then remains to handle the exceptional modes. Here we trade in the difficulty involved in handling large

angular frequencies (these only occur in pairs in the corresponding source terms, meaning they become

harmless due to the rapid decay in terms of the angular frequency) for the difficulty controlling the unstable

part. Precisely, it is here we have to take advantage of the freedom to continuously modulate in the symme-

tries in order to neutralize certain top order singular terms, the details being carried out in section 9. Finally,

the iteration scheme leading to the desired solution is outlined in the section 10.

3. Perturbing equivariant blowup solutions

We consider critical wave maps from R1+2
t,x → S2, not necessarily equivariant. We recall the extrinsic

description of wave maps of this type. A smooth map u := (u1, u2, u3) : R1+2 → S2 ֒→ R3 is a wave map if

at every point z = (t, x) ∈ R1+2

�u ⊥ Tu(z)S
2, �u(z) =

(
�u1(z),�u2(z),�u3(z)

)
. (3.1)

Here � denotes the operator � := ∂α∂α = −∂2
t + ∂

2
1
+ ∂2

2
. Formally speaking, (3.1) is the Euler-Lagrange

equation of critical points of the action

L(∂u) =
1

2

∫

R1+2
t,x

( − |ut |2g + |ux1
|2g + |ux2

|2g
)

dtdx

and | · |g is the metric on the target manifold. For S2, note that u is a normal vector field, therefore there is a

scalar function λ : R1+2 → R such that

�u = λu. (3.2)

On the other hand, u takes values on S2, which implies 〈u, u〉 = 1. Here 〈·〉 denotes the Euclidean inner

product in R3. Hence

λ = 〈�u, u〉 = ∂α〈∂αu, u〉 − 〈∂αu, ∂αu〉 = −〈∂αu, ∂αu〉 = |∂tu|2 − |∇u|2.

Therefore the extrinsic description of a wave map from R1+2 to S2 is

�u =
(
|∂tu|2 − |∇u|2

)
u, or S (u) := −∂2

t u + ∆u +
(
|∇u|2 − |∂tu|2

)
u = 0. (3.3)

For more general surfaces than S2 the nonlinearity is replaced by the second fundamental form contracted

with the Minkowski tensor, i.e., A(∂α, ∂β)η
αβ. As a wave equation, (3.3) conserves energy.
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Proposition 3.1. Let u : R2 × [0, T ) → S2 ֒→ R3 be a smooth solution to (3.3) such that (u(0, ·), ut(0, ·)) ∈
Ḣ1(R2) × L2(R2). Then the energy

E(t) :=
1

2

∫

R3

(
|∂tu|2 + |∇u|2

)
dx (3.4)

is constant for all times t ∈ [0, T ).

Proof. The proof proceeds by inner product with ∂tu on both sides of (3.3), and integrating by parts. The

right-hand side contributes nothing since

(
|∂tu|2 − |∇u|2

)
u · ∂tu =

1

2

(
|∂tu|2 − |∇u|2

)
∂t |u|2 = 0,

due to |u| ≡ 1. �

Let Φ(t, r, θ) be a smooth 1-equivariant wave map written in spherical coordinates.

Φ(t, r, θ) := (cos θ sin U(t, r), sin θ sin U(t, r), cos U(t, r)). (3.5)

We introduce the orthonormal frame

E1 = ∂U = (cos θ cos U, sin θ cos U,− sin U)

E2 = (sin U)−1∂θ = (− sin θ, cos θ, 0)
(3.6)

on the sphere (treating the azimuth angle U as an independent variable). We write non-equivariant pertur-

bations of Φ in the form, cf. [6],

Ψ := Φ + ΠΦ⊥ϕ + q (3.7)

We expand the tangential vector field ΠΦ⊥ϕ in the form

ΠΦ⊥ϕ(t, r, θ) :=ϕ1(t, r, θ)(cos θ cos U, sin θ cos U,− sin U) + ϕ2(t, r, θ)(− sin θ, cos θ, 0)

:=ϕ1(t, r, θ)E1 + ϕ2(t, r, θ)E2.
(3.8)

The term q in (3.7) is a correction which insures that |Ψ| = 1. We will specify it later. It is quadratic in the

size of ΠΦ⊥ϕ, which we assume small. Both Φ and Ψ satisfy (3.3). Subtracting them yields

�Ψ − �Φ = �ΠΦ⊥ϕ + �q =
(
|∂tΨ|2 − |∇Ψ|2

)
Ψ −

(
|∂tΦ|2 − |∇Φ|2

)
Φ

=
(
|∂tΦ + ∂tΠΦ⊥ϕ + ∂tq|2 − |∇Φ + ∇ΠΦ⊥ϕ + ∇q|2

)
(Φ + ΠΦ⊥ϕ + q) −

(
|∂tΦ|2 − |∇Φ|2

)
Φ

= 2(∂tΦ · ∂tΠΦ⊥ϕ − ∇Φ · ∇ΠΦ⊥ϕ)Φ + 2(∂tΦ · ∂tq − ∇Φ · ∇q)Φ
+ (|∂tΠΦ⊥ϕ + ∂tq|2 − |∇ΠΦ⊥ϕ + ∇q|2)Φ +

(
|∂tΦ + ∂tΠΦ⊥ϕ + ∂tq|2 − |∇Φ + ∇ΠΦ⊥ϕ + ∇q|2

)
(ΠΦ⊥ϕ + q)

Moving all terms which depend linearly on ΠΦ⊥ϕ to the left yields

�ΠΦ⊥ϕ +
(
|∇Φ|2 − |Φt |2

)
ΠΦ⊥ϕ + 2 (∇Φ · ∇ΠΦ⊥ϕ − Φt · (ΠΦ⊥ϕ)t)Φ

= −�q + 2(∂tΦ · ∂tq − ∇Φ · ∇q)Φ + (|∂tΠΦ⊥ϕ + ∂tq|2 − |∇ΠΦ⊥ϕ + ∇q|2)Φ

+
(
|∂tΦ + ∂tΠΦ⊥ϕ + ∂tq|2 − |Φt |2 + |∇Φ|2 − |∇Φ + ∇ΠΦ⊥ϕ + ∇q|2

)
ΠΦ⊥ϕ

+
(
|∂tΦ + ∂tΠΦ⊥ϕ + ∂tq|2 − |∇Φ + ∇ΠΦ⊥ϕ + ∇q|2

)
q =: Q

(3.9)
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Here Q are terms of second and higher orders in ϕ1, ϕ2. From the definitions we compute the following first

order derivatives:

∂rE1 = −UrΦ, ∂rΦ = UrE1, ∂rE2 = 0 (same for ∂t)

∂θE1 = cos UE2, ∂θE2 = − cos UE1 − sin UΦ, ∂θΦ = sin UE2

Further, with ∇ = êr∂r + r−1êθ∂θ the gradient in polar coordinates:

∇Φ =êrUrE1 + êθ
sin U

r
E2, Φt = UtE1,

|∇Φ|2 − |Φt |2 =U2
r − U2

t +
1

r2
sin2 U,

(ΠΦ⊥ϕ)t =ϕ1,tE1 − ϕ1UtΦ + ϕ2,tE2, Φt · (ΠΦ⊥ϕ)t = Utϕ1,t, (3.10)

∇ΠΦ⊥ϕ =
(
ϕ1,rE1 − ϕ1UrΦ + ϕ2,rE2

)
êr +

1

r

(
ϕ1,θE1 + ϕ1 cos UE2 + ϕ2,θE2 − ϕ2(cos UE1 + sin UΦ)

)
êθ,

∇ΠΦ⊥ϕ · ∇Φ =ϕ1,rUr +
1

2r2
sin(2U)ϕ1 +

1

r2
sin Uϕ2,θ.

The d’Alembertian �ΠΦ⊥ϕ is obtained as follows (using ∆ = div∇ in polar coordinates):

(ΠΦ⊥ϕ)tt = (ϕ1,tt − ϕ1U2
t )E1 + ϕ2,ttE2 − (2ϕ1,tUt + ϕ1Utt)Φ,

∆ΠΦ⊥ϕ =
1

r

(
r
(
ϕ1,rE1 + ϕ2,rE2 − ϕ1UrΦ

))
r +

1

r2

(
(ϕ1,θ − ϕ2 cos U)E1 + (ϕ2,θ + ϕ1 cos U)E2 − ϕ2 sin UΦ

)
θ

=
(
ϕ1,rr +

1

r
ϕ1,r +

1

r2
ϕ1,θθ −

2ϕ2,θ

r2
cos U − ϕ1U2

r −
ϕ1 cos2 U

r2

)
E1

+
(
ϕ2,rr +

1

r
ϕ2,r +

1

r2
ϕ2,θθ +

2 cos U

r2
ϕ1,θ −

ϕ2

r2

)
E2

+
( − 2ϕ1,rUr − ϕ1Urr −

1

r
ϕ1Ur −

sin 2U

2r2
ϕ1 −

2 sin U

r2
ϕ2,θ

)
Φ

Now we are ready to plug in all the above formulas into the left hand side of (3.9). We have:

�ΠΦ⊥ϕ =

(
−ϕ1,tt + ϕ1,rr +

1

r
ϕ1,r +

1

r2
ϕ1,θθ + ϕ1(U2

t − U2
r ) − cos2 U

r2
ϕ1 −

2 cos U

r2
ϕ2,θ

)
E1

+

(
−ϕ2,tt + ϕ2,rr +

1

r
ϕ2,r +

1

r2
ϕ2,θθ −

1

r2
ϕ2 +

2 cos U

r2
ϕ1,θ

)
E2

+

(
2ϕ1,tUt + ϕ1Utt − 2ϕ1,rUr − ϕ1Urr −

1

r
ϕ1Ur −

sin 2U

2r2
ϕ1 −

2 sin U

r2
ϕ2,θ

)
Φ

(3.11)

Now we substitute (3.10) and (3.11) into the left-hand side of (3.9). The coefficient for E1 gives

�ϕ1 −
cos 2U

r2
ϕ1 −

2 cos U

r2
ϕ2,θ = Q · E1 (3.12)

The coefficient for E2 is

�ϕ2 −
cos2 U

r2
ϕ2 + (U2

r − U2
t )ϕ2 +

2 cos U

r2
ϕ1,θ = Q · E2 (3.13)
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The coefficient for Φ on the left-hand side of (3.9) is

(
Utt − Urr −

1

r
Ur +

sin(2U)

2r2

)
ϕ1 = 0

due to the equivariant wave map equation satisfied by U. Therefore, the right-hand side of (3.9) also van-

ishes, Q ·Φ = 0.

3.1. The linear operators governed by the rescaled harmonic map, separation of variables. We let U

be the equivariant blowup solution from [17, 18] which takes the form

U(t, r) = Q(λ(t)r) + ǫ(t, r) = Q(R) + ǫ(t, r) = 2 arctan R + ǫ(t, r), λ(t) = t−1−ν, ν > 0 (3.14)

Here Q is the unique 1-equivariant harmonic map, and the energy of ǫ interior to a light cone 0 ≤ r ≤ t

vanishes as t → 0+:

lim
t→0+

∫

r≤t

(
ǫ2

t + ǫ
2
r

)
(t, r) rdr = 0

Later we will need much finer properties of ǫ, but for now we simplify the left-hand sides of (3.12) and (3.13)

by replacing all occurrences of U with Q. The errors thus created will be treated perturbatively in the main

nonlinear analysis. We introduce the new independent variables

R := λ(t)r = t−1−νr, τ := ν−1t−ν =

∫ ∞

t

λ(s) ds. (3.15)

The spatial Laplacian is given by

∂2
r +

1

r
∂r +

1

r2
∂2
θ = λ

2

(
∂2

R +
1

R
∂R +

1

R2
∂2
θ

)
, (3.16)

and we have with Q = Q(R)

cos Q =
1 − R2

1 + R2
, cos2 Q =

1 − 2R2 + R4

1 + 2R2 + R4
, cos(2Q) =

R4 − 6R2 + 1

R4 + 2R2 + 1
. (3.17)

On the other hand, we have (with λ̇(t) =
dλ(t)

dt
)

∂r Q(R) =
2λ(t)

1 + R2
, (∂r Q(R))2 =

4λ(t)2

R4 + 2R2 + 1
,

∂t Q(R) =
2R

1 + R2

λ̇(t)

λ(t)
, (∂t Q(R))2 =

4R2

R4 + 2R2 + 1

(1 + ν)2

t2
= λ2 4R2

R4 + 2R2 + 1

(1 + ν)2

ν2τ2

(3.18)

In these new variables and after dividing by λ2, we arrive at the new spatial linear operator acting on ϕ =

(ϕ1, ϕ2),

Lϕ :=



(
∂2

R
+ 1

R
∂R +

1
R2 ∂

2
θ
− R4−6R2+1

R2(R4+2R2+1)

)
ϕ1 − 2−2R2

R2(1+R2)
∂θϕ2(

∂2
R
+ 1

R
∂R +

1
R2 ∂

2
θ
− R4−6R2+1

R2(R4+2R2+1)
− (1+ν)2

ν2τ2
4R2

1+2R2+R4

)
ϕ2 +

2−2R2

R2(1+R2)
∂θϕ1

 . (3.19)

The term − (1+ν)2

ν2τ2
4R2

1+2R2+R4ϕ2 derives from the term −U2
t ϕ2 in (3.13), and would be absent if Φ were a har-

monic map in the variable R. On the other hand, due to the decay factor τ−2 we will be able to place this
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term on the right-hand side of the equation and treat it perturbatively. Therefore, the linear operator driving

the entire analysis is

Lϕ :=



(
∂2

R
+ 1

R
∂R +

1
R2 ∂

2
θ
− R4−6R2+1

R2(R4+2R2+1)

)
ϕ1 − 2−2R2

R2(1+R2)
∂θϕ2(

∂2
R
+ 1

R
∂R +

1
R2 ∂

2
θ
− R4−6R2+1

R2(R4+2R2+1)

)
ϕ2 +

2−2R2

R2(1+R2)
∂θϕ1

 . (3.20)

The change of variables in time is given by

∂t = λ(∂τ + βR∂R), β(τ) =
λ′(τ)

λ(τ)
= (1 + 1/ν)τ−1, λ′ =

dλ

dτ

∂2
t = λ

2[(∂τ + βR∂R)2 + β(∂τ + βR∂R)
]

whence the full dynamical problem in (τ,R) is of the form

−
[
(∂τ + βR∂R)2 + β(∂τ + βR∂R)

]
ϕ + Lϕ = λ−2

(
Q · E1

Q · E2

)
+ E +

(
0

(1+ν)2

ν2τ2
4R2

1+2R2+R4ϕ2

)
(3.21)

where E is the error term obtained by replacing U with Q in (3.12) and (3.13). The precise form of the

right-hand side of (3.21) will be determined in Section 3.4. To analyze the linear dynamics, we (formally)

expand ϕ1 and ϕ2 into Fourier series

ϕ1(t,R, θ) =
∑

n

ϕ̂1(n, t,R)einθ, ϕ̂1(n, t,R) :=

∫ 2π

0

ϕ1(t,R, θ)e−inθ dθ

2π
, n ∈ Z,

ϕ2(t,R, θ) =
∑

n

ϕ̂2(n, t,R)einθ, ϕ̂2(n, t,R) :=

∫ 2π

0

ϕ2(t,R, θ)e−inθ dθ

2π
, n ∈ Z.

(3.22)

For fixed n ∈ Z, the operator applied on the Fourier coefficients is given by

Ln ϕ̂(n) :=



(
∂2

R
+ 1

R
∂R − n2

R2 − R4−6R2+1
R2(R4+2R2+1)

)
ϕ̂1(n) − in 2−2R2

R2(1+R2)
ϕ̂2(n)(

∂2
R
+ 1

R
∂R − n2

R2 − R4−6R2+1
R2(R4+2R2+1)

)
ϕ̂2(n) + in 2−2R2

R2(1+R2)
ϕ̂1(n)

 . (3.23)

We can write this operator as a 2 × 2 matrix

Ln ϕ̂(n) :=An

(
ϕ̂1(n, t,R)

ϕ̂2(n, t,R)

)

An :=


∂2

R
+ 1

R
∂R − n2

R2 − R4−6R2+1
R2(R4+2R2+1)

−in 2−2R2

R2(1+R2)

in 2−2R2

R2(1+R2)
∂2

R
+ 1

R
∂R − n2

R2 − R4−6R2+1
R2(R4+2R2+1)


(3.24)

3.2. Symmetries and zero modes. We now exhibit nonzero solutions of Lϕ = 0 in relation to the symme-

tries of the nonlinear problem. First, the dilation symmetry s 7→ Q(esR) yields

∂s=0 Q(esR) =
R

1 + R2
=: ψ(R)

which leads to two modes

L

(
ψ

0

)
=

(
0

0

)
, L

(
0

ψ

)
=

(
0

0

)
(3.25)

This is the resonance mode of the linearized equivariant model [16, 18], i.e., of A0.
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To determine the zero modes obtained from space translations, we first write the ground state harmonic

map Ξ(R, θ) in the form

Ξ(R, θ) =
(

cos θ sin Q, sin θ sin Q, cos Q
)

=
(

cos θ
2R

1 + R2
, sin θ

2R

1 + R2
,

1 − R2

1 + R2

)
.

(3.26)

The two translations are given by

∂1 = cos θ ∂R −
sin θ

R
∂θ, ∂2 = sin θ ∂R +

cos θ

R
∂θ. (3.27)

We have the following derivatives on Ξ (setting Q(R) = 2 arctan R)

∂RΞ =

(
cos θ

2 − 2R2

(1 + R2)2
, sin θ

2 − 2R2

(1 + R2)2
,− 4R

(1 + R2)2

)

=
2

1 + R2
(cos θ cos Q, sin θ cos Q,− sin Q) =

2

1 + R2
E1,

∂θΞ =

(
− sin θ

2R

1 + R2
, cos θ

2R

1 + R2
, 0

)
=

2R

1 + R2
E2

(3.28)

and thus

∂1Ξ = cos θ ∂RΞ −
sin θ

R
∂θΞ =

2

1 + R2
cos θE1 − sin θ

2

1 + R2
E2,

∂2Ξ = sin θ ∂RΞ +
cos θ

R
∂θΞ =

2

1 + R2
sin θE1 +

2

1 + R2
cos θE2.

(3.29)

Therefore, two linearly independent solutions of Lϕ = 0 corresponding to all space translations are given

by

(ϕ1(R), ϕ2(R)) =

(
cos θ

2

1 + R2
,− sin θ

2

1 + R2

)
,

(ϕ1(R), ϕ2(R)) =

(
2

1 + R2
sin θ,

2

1 + R2
cos θ

)
.

(3.30)

On the level of fixed angular momenta these solutions generate the following zero modes

A1

(
(1 + R2)−1

i(1 + R2)−1

)
=

(
0

0

)
, A−1

(
(1 + R2)−1

−i(1 + R2)−1

)
=

(
0

0

)

Next, we turn our attention to Lorentz transforms which are of the form

Lα : (t, x1, x2) 7→ (t cosh α + x1 sinh α, t sinhα + x1 cosh α, x2), α ∈ R
whence Q(R) transforms into

Qα(t, x1, x2) = Q(Rα(t, x1, x2)), Rα(t, x1, x2) :=

√
(t sinhα + x1 cosh α)2 + x2

2

with derivative

∂α

∣∣∣∣
α=0

Qα(t, x1, x2) =
2x1t

R(1 + R2)
=

2t cos θ

1 + R2
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The stationary equivariant wave map associated with azimuth angle Q(R) is

u(x1, x2) = (cos θ sin Q(R), sin θ sin Q(R), cos Q(R))

=

(
x1

R
sin Q(R),

x2

R
sin Q(R), cos Q(R)

) (3.31)

which transforms into

uα(t, x1, x2) =

(
t sinhα + x1 cosh α

Rα
sin Q(Rα),

x2

Rα
sin Q(Rα), cos Q(Rα)

)

Differentiating in α we obtain

∂α

∣∣∣∣
α=0

uα(t, x1, x2) = t


x2

2

R3
sin Q +

2x2
1

R2(1 + R2)
cos Q,− x1x2

R3
sin Q +

2x1x2

R2(1 + R2)
cos Q,− 2x1

R(1 + R2)
sin Q



= t

(
sin2 θ

R
sin Q +

2 cos2 θ

1 + R2
cos Q,−sin θ cos θ

R
sin Q +

2 sin θ cos θ

1 + R2
cos Q,−2 cos θ

1 + R2
sin Q

)

= t
2 cos θ

1 + R2
E1 − t

sin θ sin Q

R
E2 = t

2 cos θ

1 + R2
E1 − t

2 sin θ

1 + R2
E2

This is exactly tϕ where ϕ agrees with the first line of (3.30). The second line of (3.30) is obtained by the

Lorentz transform in (t, x2). Thus, we do not obtain any new solutions to Lϕ = 0 from Lorentz transforms.

Next we consider the rotations acting on the target. The linearized kernels corresponding to the three

rotations are given by

(− sin θ sin Q, cos θ sin Q, 0) , (0,− cos Q, sin θ sin Q) , (cos Q, 0,− cos θ sin Q) . (3.32)

These are obtained by acting on u as in (3.31) with the infinitesimal rotation matrices

0 −1 0

1 0 0

0 0 0

 ,

0 0 0

0 0 −1

0 1 0

 ,

0 0 −1

0 0 0

1 0 0

 ,

respectively. We expand these tangent maps in the basis (E1, E2,Φ). We have

(− sin θ sin Q, cos θ sin Q, 0) = sin QE2 =
2R

1 + R2
E2,

(0,− cos Q, sin θ sin Q) = − sin θE1 − cos θ cos QE2 = − sin θE1 − cos θ
1 − R2

1 + R2
E2,

(− cos Q, 0, cos θ sin Q) = cos θE1 − sin θ cos QE2 = cos θE1 − sin θ
1 − R2

1 + R2
E2.

(3.33)

The first line is one of the two modes from (3.25). The others are new 0 modes which we write as

ϕ =

(
sin θ, cos θ

1 − R2

1 + R2

)
, ϕ =

(
cos θ,− sin θ

1 − R2

1 + R2

)
(3.34)

Finally we consider the space rotation acting on the domain R2
x × R1

t . Since we are only concerned with the

space rotation, we consider the stationary wave map (3.31). If we represent the rotation rα by the matrix

rα =

(
cosα − sinα

sinα cosα

)
,
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then

(rαu) (x1, x2) =

(
cos αx1 − sinαx2

R
sin Q(R),

sinαx1 + cos αx2

R
sin Q(R), cos Q(R)

)

⇒ d

dα
(rαu)|α=0 =

(
− x2

R
sin Q(R),

x1

R
sin Q(R), 0

)
= sin QE2,

which was already considered in (3.33). Therefore we do not obtain any new solutions to Lϕ = 0 from the

space rotation in R2
x × R1

t .

Next, we diagonalize the operator from (3.24) and thus relate the 0 modes from (3.25), (3.30), and (3.34)

to eigenvalues or resonances of certain scalar self-adjoint Schrödinger operators in L2(R dR). In this way we

shall moreover see that there are no other 0 modes than those generated from symmetries.

3.3. Diagonalizing the linear operators. Let

fn(R) :=
n2

R2
+

R4 − 6R2 + 1

R2(R4 + 2R2 + 1)
, gn(R) := n

2 − 2R2

R2(R2 + 1)
(3.35)

Writing the matrix (3.24) in the form

An :=

(
a −ib

ib a

)
, a := ∂2

R +
1

R
∂R − fn(R), b := gn(R), (3.36)

we change variables to reduce it to a diagonal matrix:

Dn :=

(
a + b 0

0 a − b

)
= PAnP−1, P =

(
1 −i

1 i

)
, P−1 =

(
1
2

1
2

i
2
− i

2

)

Coming back to (3.24), we transform (ϕ̂1, ϕ̂2) into

ε := (ε+, ε−)T := (ϕ̂1 − iϕ̂2, ϕ̂1 + iϕ̂2)T , (3.37)

so that the operator acting on ε is given by

PAn

(
ϕ̂1

ϕ̂2

)
=

(
∂2

R
+ 1

R
∂R − fn(R) + gn(R) 0

0 ∂2
R
+ 1

R
∂R − fn(R) − gn(R)

) (
ε+
ε−

)
(3.38)

We denote the operators on the diagonal

H+n := ∂2
R +

1

R
∂R − fn(R) + gn(R), H−n := ∂2

R +
1

R
∂R − fn(R) − gn(R). (3.39)

Next, we transform the 0 modes from (3.25), (3.30), and (3.34) which we found above according to (3.37).

This yields

H±0
R

1 + R2
= 0, H+1

1

1 + R2
= H−−1

1

1 + R2
= 0, H−1

R2

1 + R2
= H+−1

R2

1 + R2
= 0 (3.40)

These relations will play an important role in our analysis, especially the middle one due to 1
1+R2 ∈ L2(R dR).

In other words, 0 is an eigenvalue of H+
1
= H−−1

. In contrast, for H±
0

and H+−1
= H−

1
we only have a zero

energy resonance since the associated functions are not in L2(R dR). While these resonances affect the

spectral theory, cf. Section 4, they do not appear explicitly in the dynamical analysis.
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3.4. Determination of perturbative corrections and the precise nonlinearity. In this section we compute

the precise nonlinearity for the equation of (ϕ1, ϕ2). Recall (3.7), viz.

Ψ := Φ + ΠΦ⊥ϕ + q

The term q is not uniquely determined from this ansatz. We now choose it to be parallel to Φ itself. This can

always be done provided ϕ is small. Thus, we set

Ψ := Φ + ΠΦ⊥ϕ + a (ΠΦ⊥ϕ)Φ, a (ΠΦ⊥ϕ) =

√
1 − |ΠΦ⊥ϕ|2 − 1. (3.41)

Equation (3.9) then transforms into the following one

�ΠΦ⊥ϕ +
(
|∇Φ|2 − |Φt |2

)
ΠΦ⊥ϕ + 2 (∇Φ · ∇ΠΦ⊥ϕ − Φt · (ΠΦ⊥ϕ)t)Φ := Np, (3.42)

with right-hand side

Np =
(
|∂tΨ|2 − |∇Ψ|2

)
a (ΠΦ⊥ϕ)Φ +

(
|∂t (a(ΠΦ⊥ϕ)Φ) |2 − |∇ (a(ΠΦ⊥ϕ)Φ) |2

)
Φ

+ (∂t (Φ + ΠΦ⊥ϕ) · ∂t (a(ΠΦ⊥ϕ)Φ) − ∇ (Φ + ΠΦ⊥ϕ) · ∇ (a(ΠΦ⊥ϕ)Φ))Φ

+
(
|∂tΨ|2 − |∂tΦ|2 − |∇Ψ|2 + |∇Φ|2

)
ΠΦ⊥ϕ − � (a(ΠΦ⊥ϕ)Φ) .

(3.43)

Next, we expand Np in the frame Φ, E1, E2 and determine the coefficients for E1 and E2. For the latter it

suffices to retain the terms in the last two lines in (3.43), as the others are parallel to Φ. In fact, of these two

final terms we can discard another term parallel to Φ, and expand the following expression:

(
|∂tΨ|2 − |∂tΦ|2 − |∇Ψ|2 + |∇Φ|2

)
ΠΦ⊥ϕ − 2∇ (a(ΠΦ⊥ϕ)) · ∇Φ + 2 (a(ΠΦ⊥ϕ))t Φt − a(ΠΦ⊥ϕ)�Φ. (3.44)

Now we compute each term in (3.44):

Ψt =UtE1 + ϕ1,tE1 − ϕ1UtΦ + ϕ2,tE2 + a(ΠΦ⊥ϕ)UtE1 + (a(ΠΦ⊥ϕ))t Φ, (3.45)

which yields

|∂tΨ|2 − |∂tΦ|2 =
(
(a(ΠΦ⊥ϕ))t − Utϕ1

)2
+ ϕ2

2,t

+
(
ϕ1,t + a(ΠΦ⊥ϕ)Ut

)2
+ 2Ut ·

(
ϕ1,t + a(ΠΦ⊥ϕ)Ut

)
.

(3.46)

For ∇Ψ, we obtain

∇Ψ =∇Φ + ∇ (ΠΦ⊥ϕ) + ∇ (a(ΠΦ⊥ϕ)Φ)

=

(
UrE1

sin U
r

E2

)
+

(
∂r (a(ΠΦ⊥ϕ))Φ

1
r
∂θ (a(ΠΦ⊥ϕ))Φ

)
+ a(ΠΦ⊥ϕ)

(
UrE1

sin U
r

E2

)

+

(
ϕ1,rE1 − ϕ1UrΦ + ϕ2,rE2

1
r
ϕ1,θE1 +

cos U
r
ϕ1E2 +

1
r
ϕ2,θE2 − 1

r
ϕ2 (sin UΦ + cos UE1)

)
,

(3.47)
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which gives

− |∇Ψ|2 + |∇Φ|2

= −
(
2a(ΠΦ⊥ϕ) + (a(ΠΦ⊥ϕ))2

) (
U2

r +
sin2 U

r2

)
−

(
(a(ΠΦ⊥ϕ))2

r +
1

r2
(a(ΠΦ⊥ϕ))2

θ

)

− ϕ2
1,r − U2

rϕ
2
1 − ϕ2

2,r −
1

r2

(
ϕ1,θ − cos Uϕ2

)2 − 1

r2

(
cos Uϕ1 + ϕ2,θ

)2 − sin2 U

r2
ϕ2

2

− 2Urϕ1,r −
2 sin U

r2

(
cos Uϕ1 + ϕ2,θ

)
+ 2 (a(ΠΦ⊥ϕ))r Urϕ1 +

2

r2
(a(ΠΦ⊥ϕ))θ sin Uϕ2

− 2a(ΠΦ⊥ϕ)Urϕ1,r − 2
a(ΠΦ⊥ϕ)

r2
sin U

(
cos Uϕ1 + ϕ2,θ

)
.

(3.48)

Combining (3.46) and (3.48), we obtain

|∂tΨ|2 − |∂tΦ|2 − |∇Ψ|2 + |∇Φ|2

= −
(
2a(ΠΦ⊥ϕ) + (a(ΠΦ⊥ϕ))2

) (
U2

r − U2
t +

sin2 U

r2

)
+ (a(ΠΦ⊥ϕ))2

t − (a(ΠΦ⊥ϕ))2
r −

1

r2
(a(ΠΦ⊥ϕ))2

θ

+ ϕ2
1,t − ϕ2

1,r −
1

r2
ϕ2

1,θ + ϕ
2
2,t − ϕ2

2,r −
1

r2
ϕ2

2,θ −
1

r2
ϕ2

2 + 2ϕ1

(
(a(ΠΦ⊥ϕ))r Ur − (a(ΠΦ⊥ϕ))t Ut

)

+ ϕ1

(
U2

t − U2
r −

cos2 U

r2

)
ϕ2

1 + 2 (1 + a(ΠΦ⊥ϕ))

(
Utϕ1,t − Urϕ1,r −

sin U

r2
cos Uϕ1

)

+
2 cos U

r2

(
ϕ1,θϕ2 − ϕ1ϕ2,θ

) − 2 sin U

r2
ϕ2,θ +

2 sin U

r2

(
(a(ΠΦ⊥ϕ))θ ϕ2 − a(ΠΦ⊥ϕ)ϕ2,θ

)
.

(3.49)

We write −2∇ (a(ΠΦ⊥ϕ)) · ∇Φ in the form

− 2∇ (a(ΠΦ⊥ϕ)) · ∇Φ

=
2 (ΠΦ⊥ϕ · ∇ΠΦ⊥ϕ) · ∇Φ√

1 − |ΠΦ⊥ϕ|2

=
2√

1 − |ΠΦ⊥ϕ|2

(
Ur

(
ϕ1ϕ1,r + ϕ2ϕ2,r

)
E1 +

sin U

r2

(
ϕ1ϕ1,θ + ϕ2ϕ2,θ

)
E2

) (3.50)

and 2 (a(ΠΦ⊥ϕ))t Φt turns into

2 (a(ΠΦ⊥ϕ))t Φt = − 2
ΠΦ⊥ϕ · (ΠΦ⊥ϕ)t Φt√

1 − |ΠΦ⊥ϕ|2
= − 2√

1 − |ΠΦ⊥ϕ|2
(
ϕ1ϕ1,t + ϕ2ϕ2,t

)
UtE1. (3.51)

The final term in (3.44) can be written as

a(ΠΦ⊥ϕ)
(
|∇Φ|2 − |Φt |2

)
Φ =a(ΠΦ⊥ϕ)

(
U2

r − U2
t +

sin2 U

r2

)
Φ, (3.52)
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since Φ is a wave map. Now we can write the equations (3.12)–(3.13) in the form

�ϕ1 −
cos 2U

r2
ϕ1 −

2 cos U

r2
ϕ2,θ

=
(
|Ψt |2 − |Φ2

t | − |∇Ψ|2 + |∇Φ|2
)
ϕ1

+
2√

1 − |ΠΦ⊥ϕ|2
(
Ur(ϕ1ϕ1,r + ϕ2ϕ2,r) − Ut(ϕ1ϕ1,t + ϕ2ϕ2,t)

)
:= N(ϕ1),

(3.53)

and

�ϕ2 −
cos2 U

r2
ϕ2 + (U2

r − U2
t )ϕ2 +

2 cos U

r2
ϕ1,θ

=
(
|Ψt |2 − |Φ2

t | − |∇Ψ|2 + |∇Φ|2
)
ϕ2

+
2 sin U

r2
√

1 − |ΠΦ⊥ϕ|2
(
ϕ1ϕ1,θ + ϕ2ϕ2,θ

)
:= N(ϕ2).

(3.54)

In (3.53)-(3.54), |Ψt |2 − |Φ2
t | − |∇Ψ|2 + |∇Φ|2 is given by (3.49). To write down the exact equation in (τ,R)-

variable, we need to put the error between U and 2 arctan R as well as the term − (1+ν)2

ν2τ2
4R2

R4+2R2+1
on the right

hand side. Let the background equivariant solution be given by U = Q + ǫ. We start by computing

cos 2U − cos 2Q = − 2 sin (U + Q) sin ǫ = −2 sin (2Q + ǫ) sin ǫ

cos2 U − cos2 Q =
1

2
(cos 2U − cos 2Q) = − sin (2Q + ǫ) sin ǫ

2 cos U − 2 cos Q = − 4 sin

(
2Q + ǫ

2

)
sin

ǫ

2

(3.55)

For the difference from the term U2
r − U2

t , we arrive at

U2
r − U2

t − Q2
r + Q2

t

=(Q + ǫ)2
r − Q2

r − (Q + ǫ)2
t + Q2

t = 2Qrǫr + ǫ
2
r − 2Qtǫt − ǫ2

t

=
2λ2

1 + R2
∂Rǫ + λ

2 (∂Rǫ)
2

− 2λ2

(
∂τQ +

λ′(τ)

λ
R∂RQ

) (
∂τǫ +

λ′(τ)

λ
R∂Rǫ

)
− λ2

(
∂τǫ +

λ′(τ)

λ
R∂Rǫ

)2

=λ2


2∂Rǫ

1 + R2
+ (∂Rǫ)

2 − λ
′(τ)

λ

8R

1 + R2

(
∂τǫ +

λ′(τ)

λ
R∂Rǫ

)
−

(
∂τǫ +

λ′(τ)

λ
R∂Rǫ

)2
 .

(3.56)

Therefore, equations (3.53)–(3.54) take the form

�ϕ1 −
cos 2Q

r2
ϕ1 −

2 cos Q

r2
ϕ2,θ

=N(ϕ1) − 2 sin(2Q + ǫ) sin ǫ

r2
ϕ1 −

4 sin
(

2Q+ǫ
2

)
sin ǫ

2

r2
ϕ2,θ =: N(ϕ1)

(3.57)
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and

�ϕ2 −
cos2 Q

r2
ϕ2 +

(
Q2

r − Q2
t

)
ϕ2 +

2 cos Q

r2
ϕ1,θ

=N(ϕ2) − sin(2Q + ǫ) sin ǫ

r2
ϕ2 +

4 sin
(

2Q+ǫ
2

)
sin ǫ

2

r2
ϕ1,θ (3.58)

− λ2


2∂Rǫ

1 + R2
+ (∂Rǫ)

2 − λ
′(τ)

λ

8R

1 + R2

(
∂τǫ +

λ′(τ)

λ
R∂Rǫ

)
−

(
∂τǫ +

λ′(τ)

λ
R∂Rǫ

)2
ϕ2 =: N(ϕ2).

Passing to (τ,R)-variables, we obtain for ϕ =: (ϕ1, ϕ2)T ,

−

(
∂τ +

λ′

λ
R∂R

)2

+
λ′

λ

(
∂τ +

λ′

λ
R∂R

) ϕ + Lϕ = N(ϕ),

N(ϕ) =: λ−2


N(ϕ1)

N(ϕ2) +
(1+ν)2λ2

ν2τ2
4R2

1+2R2+R4ϕ2

 .
(3.59)

The nonlinearity takes the form

λ−2N(ϕ1) =λ−2N(ϕ1) − 2 sin(2Q + ǫ) sin ǫ

R2
ϕ1 −

4 sin
(

2Q+ǫ
2

)
sin ǫ

2

R2
ϕ2,θ

λ−2N(ϕ2) =λ−2N(ϕ2) − sin(2Q + ǫ) sin ǫ

R2
ϕ2 +

4 sin
(

2Q+ǫ
2

)
sin ǫ

2

R2
ϕ1,θ (3.60)

−


2∂Rǫ

1 + R2
+ (∂Rǫ)

2 − λ
′(τ)

λ

8R

1 + R2

(
∂τǫ +

λ′(τ)

λ
R∂Rǫ

)
−

(
∂τǫ +

λ′(τ)

λ
R∂Rǫ

)2
ϕ2.

We will effectively solve the equations (3.59) in the backward light cone centered at the singularity by means

of an iterative scheme, solving linear inhomogeneous problems consecutively. Assuming the data to be C∞

in the light cone (which is not really necessary), the iterates ΠΦ⊥ϕ
( j), say, will also be C∞ when interpreted

as functions on I × R2. Now write this as

ΠΦ⊥ϕ = ϕ1


cos θ cos U

sin θ cos U

− sin U

 + ϕ2


− sin θ

cos θ

0



Expanding the functions ϕ j =
∑

n ϕ̂ j(n)einθ , j = 1, 2, we infer the conditions that the functions

ϕ̂1(n) sin U · einθ ∈ C∞, (ϕ̂1(n) cos U + iϕ̂2(n)) ei(n+1)θ ∈ C∞,

where we have summarized the condition for the first two components by reverting to complex notation.

These imply that ϕ̂1(n) has to vanish at least of order |n| − 1 at the origin and can be expanded in a power

series in R with all powers congruent 2 modulo |n| − 1, while ϕ̂1(n)+ iϕ̂2(n) = ε−(n) has to vanish to order at

least |n + 1|, with power series around R = 0 only containing powers congruent 2 modulo |n + 1|. Using the

fact that ϕ̂1(n) − iϕ̂2(n) = ϕ̂1(−n)+ iϕ̂2(−n) we know that ε+(n) may not vanish at R = 0 only for n = 1. This

of course implies that the source terms for the equations of ε+(n), ε−(n) need to have the Taylor expansions
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around R = 0 with the same properties (since the operators H±n kill the lowest order term Rn∓1). Thus

recalling (3.37), (3.38) and writing the equations for ε+(n), ε−(n) in the form
(
−

(
∂τ +

λτ

λ
R∂R

)2

− λτ
λ

(
∂τ +

λτ

λ
R∂R

)
+ H±n

)
ε±(n) = F±, (3.61)

the right-hand sides will have Taylor expansions around R = 0 with the same properties. Crucially there is

no reason at all for the individual terms that we derive later on in the formula for F± to have these properties

at R = 0, but we do know a priori that their sum will have it.

4. Spectral analysis of the linear operators

This section is devoted entirely to the spectral analysis of the linear operators on the diagonal on the left-

hand side of (3.38). This refers to the determination of the spectral measures and the generalized Fourier

transform of each of these operators for all angular momenta n ∈ Z, the case n = 0 already having been

dealt with in the equivariant case [16, 18]. The most demanding aspect will be analyzing the asymptotic

behavior as n → ±∞. As in [4, 5] this will be accomplished by means of a Liouville-Green transform

applied to an equivalent semiclassical problem. However, we will need to go considerably further than

these aforementioned references. We begin with elementary properties of the shape of the spectrum and

the behavior at zero energy, followed by the spectral analysis of n = ±1, and finally we present the more

delicate turning point analysis for |n| ≥ 2, viewed as a semi-classical problem.

4.1. Selfadjointness and resolvent. The operators arising in (3.38) are

H+n := ∂2
R +

1

R
∂R − fn(R) + gn(R), H−n := ∂2

R +
1

R
∂R − fn(R) − gn(R). (4.1)

where

fn(R) =
n2 + 1

R2
− 8

(R2 + 1)2
, gn(R) =

2n

R2
− 4n

R2 + 1
,

− fn(R) + gn(R) = − (n − 1)2

R2
− 4n

R2 + 1
+

8

(R2 + 1)2
,

− fn(R) − gn(R) = − (n + 1)2

R2
+

4n

R2 + 1
+

8

(R2 + 1)2

If n = 0 (linearized equivariant operator) we will simply write H0 in place of H+
0
= H−

0
. These operators

are symmetric in L2(R dR) with domain given by C2((0,∞)) functions of compact support in (0,∞). In the

following we will use standard terminology and techniques from spectral theory, see [9,11,23,30]. For that

purpose it is convenient to also consider the conjugations of H±n by the weights R
1
2 , viz.

H+n = R
1
2 H+n R−

1
2 =∂2

R +
1

4R2
− (n − 1)2

R2
− 4n

R2 + 1
+

8

(R2 + 1)2
,

H−n = R
1
2 H−n R−

1
2 =∂2

R +
1

4R2
− (n + 1)2

R2
+

4n

R2 + 1
+

8

(R2 + 1)2
.

(4.2)

These operators are clearly symmetric in L2(dR) over the same dense family as before.



22 JOACHIM KRIEGER, SHUANG MIAO, AND WILHELM SCHLAG

Proposition 4.1. H+n and H−n = H+−n with n ∈ N are nonpositive symmetric operators in the Hilbert space

L2((0,∞)), with domain given by C2 functions compactly supported in (0,∞). EachH+n is strongly singular

at R = 0 and in the limit point case at R = ∞. Moreover, for all n , 1 these operators are in the limit point

case at R = 0, whereasH+
1

is limit circle at the origin. Thus, H+n is essentially self-adjoint for n , 1, while

H+
1

is not. We denote byH+n = H−−n, the self-adjoint operator in L2(dR) given by the Friedrichs extensions.

The spectrum of each H+n is (−∞, 0], which is also the essential spectrum. At the threshold 0 one has

the following properties: H+
0

has a resonance with state R
3
2 /(1 + R2), H+

1
= H−−1

has an eigenvalue with

eigenfunction
√

R/(1+R2), andH+−1
= H−

1
has a resonance with state R

5
2 /(1+R2). These are precisely the

modes originating from symmetries, see (3.40).

Finally, the resolvent kernel of (−H+n + 1)−1 satisfies, for any f ∈ C([0,∞)) with compact support,

((−H+n + 1)−1 f )(R) = −R−
1
2

∫ ∞

0

Gn(R,R′;−1)
√

R′ f (R′) dR′ = cR|n−1|(1 + O(R2)) (4.3)

as R → 0. Here Gn is the resolvent kernel of (H+n − 1)−1. In particular, unless n = 1, the left-hand side

vanishes at R = 0.

Proof. Let f ∈ C2
0
((0,∞)) with compact support and note that

〈H+n f , f 〉 =
∫ ∞

0

∂R (R∂R f ) f dR −
∫ ∞

0

(n − 1)2

R
f 2 dR +

∫ ∞

0

8R

(R2 + 1)2
f 2 dR −

∫ ∞

0

4nR

R2 + 1
f 2 dR

≤ −
∫ ∞

0

( f ′(R))2R dR −
∫ ∞

0

(n − 1)2

R
f 2 dR < 0

for all n ≥ 2. Similarly, for H−n with n ≥ 2 we compute that

〈H+n f , f 〉 = −
∫ ∞

0

( f ′(R))2R dR +

∫ ∞

0

U(R) f 2(R)R dR < 0

since

U(R) = − (n + 1)2

R2
+

4n

R2 + 1
+

8

(R2 + 1)2

=
−(n + 1)2R4 −

(
2(n + 1)2 − 4n(R2 + 1) − 8

)
R2 − (n + 1)2

R2(R2 + 1)2

=
−(n − 1)2R4 + (−2n2 + 6)R2 − (n + 1)2

R2(R2 + 1)2
< 0,

if n ≥ 2. Hence, the quadratic forms of H±n over L2(R dR) are nonpositive for all |n| ≥ 2 on a dense family. So

we can pass to the standard Friedrichs extensions for these operators (and equivalently, for their conjugates

H±n over L2(dR)). The equivariant case n = 0 was treated in [18], and one has a negative operator here as

well with a 0 energy resonance.

One checks thatH+
1

(√
R/(1 + R2)

)
= 0. Since

√
R/(1 + R2) ∈ L2((0,∞)) is a nonnegative eigenfunction,

it must be the ground state andH+
1

has no discrete spectrum. Thus,H+
1
≤ 0 as a symmetric operator.

On the other hand H+−1

(
R

5
2 /(1 + R2)

)
= 0. The function R

5
2 /(1 + R2) fails to lie in L2(dR) and is referred

to as a zero energy resonance. The meaning of this is that its asymptotic behavior is subordinate at both
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R = 0 and R = ∞. This refers to the fact that near R = ∞, H+−1
has a fundamental system with asymptotic

behavior
√

R and
√

R log R, respectively. On the other hand, near R = 0 the fundamental basis behaves as

R
5
2 and R−

3
2 , resp. Using this function we conclude that

H+−1 = −D∗D, D =
d

dR
+ U, U(R) := − 5

2R
+

2R

1 + R2

from which it again follows thatH+−1
≤ 0.

The limit point behavior at R = ∞ of allH+n follows from Theorem X.8 in [23]. The equationH+n f = z f ,

with z ∈ C has a fundamental system f1(R, z), f2(R, z) with the asymptotic behaviors f1(R, z) ∼ Rn− 1
2 and

f2(R, z) ∼ R−n+ 3
2 , respectively, as R → 0+ provided n , 1. Note that one of these is not in L2((0, 1)), which

we discard. We are left with one which we call the regular solution. So if n , 1, then H+n is in the limit

point case at both R = 0 and R = ∞. Therefore by Theorem X.7 in [23], the closure of H+n for all n , 1

is self-adjoint. In particular, this unique self-adjoint extension must agree with the Friedrichs extension.

If n = 1, then these solutions satisfy f1(R, z) ∼ R
1
2 and f2(R, z) ∼ R

1
2 log R, respectively, as R → 0+ (for

any z ∈ C). We now show that the Friedrichs extension of H+
1

does not allow a logarithmic singularity as

R→ 0+. From the factH+
1

( √
R

1+R2

)
= 0 we conclude that

H+1 = −D∗D, D = d

dR
+V(R), V(R) :=

3R2 − 1

2R(1 + R2)
.

By its construction, the domain of the Friedrichs extension of H+
1

is a subspace of the completion of

C2
0

((0,∞)) under the norm

〈
−H+1 f , f

〉
= ‖D f ‖2

L2(0,∞)
=

∫ ∞

0

∣∣∣∣∣∣ f (R) +
3R2 − 1

2R(1 + R2)
f (R)

∣∣∣∣∣∣
2

dR (4.4)

By explicit calculation, one verifies that for any function with the property that f2(R) ∼
√

R log R as R→ 0+,

with the corresponding asymptotic behavior of the derivative, this integral over 0 < R < 1 is infinite.

This means that only the solution f1(R, z) ∼ R
1
2 as R → 0+ is regular for H+

1
. This uniquely determines

the resolvent kernel. Indeed, denoting the regular solution by φn(R, z), and the Weyl solution ψn(R, z) ∈
L2((1,∞)) for z ∈ C \ R, we have the resolvent kernel of (H+n − z)−1 satisfying

Gn(R,R′; z) =
φn(R, z)ψn(R′, z)

Wn(z)
, 0 < R < R′ (4.5)

with Wn(z) the Wronskian of φn, ψn. The asymptotic behavior (4.3) follows from the preceding. �

The importance of (4.3) for n = 1 lies with the fact that the resolvent kernel
(
H+

1
− 1

)−1
(R,R′) has no

logarithmic singularity as R → 0+. As the previous proof shows, this is due to the Friedrichs extension of

H+
1

. Note that one cannot naively impose boundary conditions at R = 0 due to the strong singularity of

the potential. The operator H+
1

plays a special role in our analysis, and is the only one with a zero energy

eigenfunction.

Henceforth, we can consider both H±n and H±n as selfadjoint operators on L2(R dR), respectively L2(dR),

without further mention. The relevance of this lies with the distorted Fourier transform which these operators

therefore possess [9,11] and which will play a decisive role in our entire nonlinear analysis. The main point
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of this section is to exhibit the Fourier bases and the spectral measures of each H±n . As already noted, the

limit n → ±∞ here is particularly delicate and will be treated as a semiclassical problem. We will see that

the spectrum of all H+n is purely absolutely continuous if n , 1, and H+
1

is absolutely continuous with a

simple eigenvalue at 0. Finally, one can easily prove by truncation and the quadratic form computations

appearing in the proof of Proposition 4.1 that no H+n with |n| ≥ 2 exhibits a 0 energy resonance. But we

have no need for this result so we skip it.

4.2. The distorted Fourier transform. We close this introductory discussion by recalling the distorted

Fourier transform associated with an operator

T = − d2

dR2
+ V(R) on L2((0,∞)), (4.6)

see [8, 9, 11]. Here V is real-valued, continuous, decaying as R → ∞, and strongly singular at R = 0. In

this paper we only encounter potentials V which are of the form V(R) = R−2(a0 + a1R2 + O(R4)) as R→ 0,

with an analytic function O(R4). And V(R) = O(R−2) as R → ∞. While we are not necessarily assuming

that T is in the limit point case at R = 0, we suppose so first for simplicity. Then let φ(·, z), θ(·, z) be a

fundamental system of T f = z f , analytic near the real line, and real-valued on it. Assume the Wronskian

W(θ(·, z), φ(·, z)) = 1 and that φ(·, z) ∈ L2((0, 1)). Note that θ is unique only up to addition of a multiple of

k(z)φ(·, z) with a constant k(z) that is analytic and real on R. And φ(·, z) is unique only up to multiplication

by a nonzero analytic function near R which is real on R. Furthermore, let ψ(R, z) be a Weyl-Titchmarsh

solution for Im z > 0, i.e., it lies in L2((1,∞)) for Im z > 0. The normalization of ψ(R, z) is not too relevant,

but it can be convenient to assume that ψ has asymptotic behavior z−
1
4 eiz

1
2 R as R→ ∞. Because of the decay

of V this asymptotic behavior can be achieved. This normalization implies W(ψ(·, z), ψ(·, z)) = 2i provided

Im z = 0. The (generalized) Weyl-Titchmarsh m function is then defined as

C ψ(·, z) = θ(·, z) + m(z)φ(·, z), C , 0 (4.7)

with some constant C. Therefore,

m(z) =
W(θ(·, z), ψ(·, z))

W(ψ(·, z), φ(·, z))
(4.8)

This does not depend on the normalization of the Weyl-Titchmarsh solution. In view of the degrees of

freedom we have in defining φ, θ the m-function is far from unique. A spectral measure of T is obtained as

the limit

ρ((λ1, λ2]) =
1

π
lim
δ→0+

lim
ǫ→0+

∫ λ2+δ

λ1+δ

Im m(λ + iǫ) dλ (4.9)

The distorted Fourier transform of f ∈ C((0,∞)) with compact support,

f̂ (ξ) =

∫ ∞

0

φ(R, ξ) f (R) dR (4.10)

is a unitary transformation L2((0,∞))→ L2(R, ρ), with inverse transform

f (R) =

∫

R

φ(R, ξ) f̂ (ξ) ρ(dξ),
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see [11] for the details and the existence of these integrals. Note that no assumption is made on the measure.

In fact, if T has eigenvalues, then ρwill have atoms those points and the unitarity will contain the projections

onto the eigenfunctions. Once this representation is obtained, we can derive equivalent ones as follows: if

h ∈ C(R) is positive, then replacing φ(R, ξ) with h(ξ)φ(R, ξ) and ρ(dξ) with h(ξ)−2ρ(dξ) leads to another

– equivalent – distorted Fourier transform. The spectral measures in our case will be purely absolutely

continuous, with the possible exception of an atom at 0 (as for H+
1

). But there cannot be any other atoms,

or a singular continuous part.

In practice we will compute the density of the spectral measure as follows. First, we connect the solutions

φ with the Weyl-Titchmarsh solutions, i.e.,

φ(·, ξ) = a(ξ)ψ(·, ξ) + a(ξ)ψ(·, ξ), ξ > 0 (4.11)

Recall that we normalize W(θ, φ) = 1 but we do not assume a normalization of the Weyl-Titchmarsh solu-

tions ψ. Then C(ξ)ψ(·, ξ) = θ(·, ξ) + m(ξ)φ(·, ξ), see (4.7), and

CW(ψ(·, ξ), φ(·, ξ)) = 1

|C(ξ)|2W(ψ(·, ξ), ψ(·, ξ)) = W(θ(·, ξ) + m(ξ)φ(·, ξ), θ(·, ξ) + m(ξ)φ(·, ξ))

= m(ξ) − m(ξ) = −2iIm m(ξ)

In view of (4.9), the density of the spectral measure is

dρ

dξ
(ξ) =

1

π
Im m =

W(ψ(·, ξ), ψ(·, ξ))

−2iπ|W(ψ(·, ξ), φ(·, ξ))|2

=
1

2iπ|a(ξ)|2W(ψ(·, ξ), ψ(·, ξ))

(4.12)

This relation was essential in [16, 18] since we can easily find W(ψ(·, ξ), ψ(·, ξ)), say by computing the

Wronskian at R = ∞, and a(ξ) is found by matching representations of φ (such as (4.27)) with an expansion

such as (4.29). More precisely, we obtain an upper bound on |a(ξ)| in this way by matching at ξ
1
2 R ≃ 1, and

the lower bound follows directly from (4.11) and a lower bound on φ since |φ(·, ξ)| ≤ 2|a(ξ)||ψ(·, ξ)|.
Finally, if T is in the limit-circle case at R = 0, then we need to select a selfadjoint extension from an

infinite family of possibilities, for example by means of a boundary condition. In the strongly singular case

this cannot be done naively. In Proposition 4.1 we found that the Friedrichs extension turned out to be the

correct choice since it guarantees the regularity property (4.3). The remainder of this section is devoted to

the determination of a distorted Fourier transform for each of the angular momenta n ∈ Z. In this regard the

low modes n = 0,±1 play a special role due to the appearance of a threshold resonance or eigenvalue.

We will freely switch between the self-adjoint operators H+n in L2(R dR) and their versionsH+n which are

self-adjoint in L2(dR). The former are more natural as they arise in the linearized wave map. In the context

of (4.6), with (M f )(R) := R−
1
2 f (R), we have T = M−1 ◦ S ◦ M where

S = − d2

dR2
− 1

R

d

dR
+

1

4R2
+ V(R)
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If φ(·, ξ) is the Fourier basis from (4.10) relative to T , then φ̃(R, ξ) := R−
1
2φ(R, ξ) is the Fourier basis relative

to S with the same spectral measure, and S (φ̃(·, ξ)) = ξφ̃(·, ξ). In fact, one has

f̂ (ξ) =

∫ ∞

0

φ̃(R, ξ) f (R)R dR =

∫ ∞

0

φ(R, ξ) f (R)R
1
2 dR

R
1
2 f (R) =

∫ ∞

0

φ(R, ξ) f̂ (ξ) ρ(dξ), f (R) =

∫ ∞

0

φ̃(R, ξ) f̂ (ξ) ρ(dξ)

(4.13)

The unitarity in this context means that ‖ f ‖L2(R dR) = ‖ f̂ ‖L2(dρ). We will formulate conditions below under

which the integrals in (4.13) converge.

4.3. Linearized operators at low angular momenta n = 0,±1. In this section, we determine the Fourier

transform associated with the nonpositive operators

H+1 =∂
2
R +

1

R
∂R −

4

R2 + 1
+

8

(R2 + 1)2
= H−−1

H−1 =∂
2
R +

1

R
∂R −

4

R2
+

4

R2 + 1
+

8

(R2 + 1)2
= H+−1.

(4.14)

As noted in Proposition 4.1, 0 is an eigenvalue of H+
1
= H−−1

with eigenfunction 1/(1+R2), and a resonance

of H+−1
= H−

1
with resonance function R2/(1 + R2). These explicit solutions permit us to factorize the

operators as follows. From

D+
(

1

1 + R2

)
:=

(
∂R +

2R

1 + R2

) (
1

1 + R2

)
= 0, (4.15)

we infer that H+
1
= −D∗+D+ where

D∗+ := −∂R +
R2 − 1

R(1 + R2)
. (4.16)

Similarly for H−
1

, we have

H−1 = −D∗−D−, D− = ∂R −
2

R
+

2R

1 + R2
, D∗− = −∂R −

3

R
+

2R

1 + R2
. (4.17)

We now associate with these second order operators their “super-symmetric” versions which do not exhibit

zero energy modes, viz.

H̃+1 := D+D∗+ = −∂2
R −

1

R
∂R +

1

R2
, H̃−1 := D−D∗− = −∂2

R −
1

R
∂R +

9

R2
− 8

R2 + 1
. (4.18)

We will develop the Fourier transform for these operators, and not for the original ones. This appears to be

essential in our technique since the spectral measures of the super-symmetric versions are much less singular

at threshold energies. The super-symmetric cousin of the linearized equivariant operator H0 already played

a key role in [16], see in particular their Section 4. The dynamical implications of the switching will not

be apparent until much later when we solve the dynamical problem. H̃+
1

is a pure Bessel operator whose

Fourier transform is explicitly known. We begin with that operator. The analysis of n = 0 was already

carried out in [18, Section 5]. See also [16, Section 4] for the supersymmetric treatment ofH0.
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4.3.1. n = 1 mode. We recall the following facts about the Bessel operator

H = − d2

dR2
+

3

4R2
= R

1
2 H̃+1 R−

1
2

from [11, Section 4]. A fundamental system of solutions of

H f = z f (4.19)

is given by

R
1
2 J1(z

1
2 R), R

1
2 Y1(z

1
2 R), z ∈ C \ {0}, R ∈ (0,∞), (4.20)

with J1(·) and Y1(·) the usual Bessel functions of order 1. A fundamental system of the type described in

Section 4.2 is given by

Φ1(R, z) =
π

2
z−

1
2 R

1
2 J1(z

1
2 R),

Θ1(R, z) =z
1
2 R

1
2 (−Y1(z

1
2 R) + π−1 log(z)J1(z

1
2 R)).

(4.21)

These two functions in (4.21) extend to entire functions with respect to z ∈ C for fixed R , 0 and they are

real for z ∈ R. Moreover, the normalizations are such that

W (Θ1(·, z),Φ1(·, z)) =
π

2
W(R

1
2 J1(z

1
2 R),R

1
2 Y1(z

1
2 R)) = 1, z ∈ C. (4.22)

A Weyl-Titchmarsh solution to (4.19) is given by

R
1
2 H

(1)

1
(z

1
2 R) = R

1
2
(
J1(z

1
2 R) + iY1(z

1
2 R)

)
, z ∈ C \ [0,∞), R ∈ (0,∞), (4.23)

with H
(1)

1
the Hankel function of order 1. To account for the normalizations in (4.20), we modify (4.23) to

ψ(R, z) =z
1
2 iR

1
2 H

(1)

1
(z

1
2 R)

=z
1
2 R

1
2
( − Y1(z

1
2 R) + iJ1(z

1
2 R)

)

=Θ1(z,R) + m(z)Φ1(z,R), z ∈ C \ [0,∞), R ∈ (0,∞).

(4.24)

In particular, the generalized Weyl-Titchmarsh function is

m(z) =
2

π
z(i − 1

π
log z), z ∈ C \ [0,∞). (4.25)

The branch of log z is such that it is real for z > 0. In particular, m(ξ + i0) = 0 if ξ < 0 and the spectral

measure ρ(ξ) is absolutely continuous and of the explicit form

ρ(dξ) =
1

π
Im m(ξ + i0)1[ξ>0] dξ =

2

π2
ξ 1[ξ>0] dξ (4.26)

We have therefore obtained the following representation of the distorted Fourier transform associated with

the super-symmetric cousin H̃+
1

of H+
1

. As noted in Section 4.2 the Fourier representation is not unique, and

can be normalized in infinitely many ways.

The power series representation for J1(u) is, see [1],

J1(u) =

∞∑

m=0

(−1)m

m!Γ(m + 2)

(
u

2

)2m+1

=
u

2
− u3

16
+ O(u5) u→ 0 (4.27)
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This implies that the Fourier basis of Lemma 4.2 admits the following convergent expansion

π

2
ξ−

1
2 J1(ξ

1
2 R) =

π

4
R + R

∞∑

ℓ=1

bℓ(ξR2)ℓ (4.28)

for all arguments. However, it is only useful for small argument Rξ
1
2 ≪ 1. For large arguments the solutions

exhibit oscillatory behavior. In fact, the Weyl-Titchmarsh solution from (4.24) admit the asymptotic series

expansion, see [1],

ψ(R, ξ) = ξ
1
2 iR

1
2 H

(1)

1
(ξ

1
2 R) ∼ e−

πi
4 ξ

1
4 eiξ

1
2 R

(√2

π
+

a1

ξ
1
2 R
+

a2

(ξ
1
2 R)2

+ . . .
)

(4.29)

as ξR2 → ∞. This means that ψ(R, ξ) = ξ
1
4 eiξ

1
2 Rσ(ξ

1
2 R) where σ(q) is a smooth function of q ≥ 1 so that for

all ℓ ≥ 0, m ≥ 1,

∣∣∣∣(q∂q)ℓ
(
e
πi
4 σ(q) −

√
2

π
− a1

q
− a2

q2
− . . . − am

qm

)∣∣∣∣ ≤ Cm,ℓ q−m−ℓ−1 (4.30)

We now connect Φ1(R, ξ) and ψ(R, ξ) as in (4.11), i.e.,

Φ1(·, ξ) = a(ξ)ψ(·, ξ) + a(ξ)ψ(·, ξ), ξ > 0 (4.31)

Using (4.12) we find that

W(ψ(·, ξ), ψ(·, ξ)) = −4iξ

π
, a(ξ) = − π

4iξ
,

dρ

dξ
(ξ) =

1

8ξ|a(ξ)|2 =
2ξ

π2
1[ξ>0] (4.32)

which agrees with (4.26).

Lemma 4.2. The distorted Fourier transform associated with H = − d2

dR2 +
3

4R2 has the following property:

for any f ∈ C2((0,∞)) with
∫ ∞

0

(
R−1| f (R)| + | f ′(R)| + R| f ′′(R)|

)
dR ≤ M < ∞

the Fourier transform

f̂ (ξ) = lim
L→∞

∫ L

0

Φ1(R, ξ) f (R) dR (4.33)

with φ(R, ξ) as in (4.21), exists for all ξ > 0 and
∫ ∞

0

| f̂ (ξ)||Φ1(R, ξ)| ξ dξ . M (4.34)

Thus,

f (R) =
2

π2

∫ ∞

0

f̂ (ξ)Φ1(R, ξ)ξ dξ, ∀ R > 0 (4.35)

with absolutely convergent integrals.
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Proof. In view of (4.21), (4.27), (4.29), (4.31), and (4.32),

|Φ1(R, ξ)| . min(R
3
2 , ξ−

3
4 ) ∀ ξ > 0, R > 0 (4.36)

Thus, the left-hand side of (4.34) is bounded by
∫ ∞

0
| f̂ (ξ)| ξ 1

4 dξ which we now proceed to estimate. Consider

a partition of unity

1 = χ0(u) +

∞∑

j=0

χ(2− ju) ∀ u ≥ 0 (4.37)

with smooth functions χ0 supported on [0, 1] and χ supported on [1
2
, 2], respectively. For any ξ > 0 we

define

A(ξ) =

∫ ∞

0

χ0(R2ξ)Φ1(R, ξ) f (R) dR

B j(ξ) =

∫ ∞

0

χ(2− jR2ξ)Φ1(R, ξ) f (R) dR

(4.38)

so that at least formally

f̂ (ξ) = A(ξ) +

∞∑

j=0

B j(ξ) (4.39)

Then

|A(ξ)| .
∫ ξ

− 1
2

0

R
3
2 | f (R)| dR. (4.40)

and

∫ ∞

0

|A(ξ)|ξ 1
4 dξ .

∫ ∞

0

∫ R−2

0

ξ
1
4 dξ | f (R)|R 3

2 dR .

∫ ∞

0

R−1| f (R)| dR (4.41)

To bound B j we integrate by parts twice. To do so, we write

B j(ξ) =

∫ ∞

0

χ(2− jR2ξ) ξ
1
4 eiξ

1
2 Rσ(Rξ

1
2 )a(ξ) f (R) dR

+

∫ ∞

0

χ(2− jR2ξ) ξ
1
4 e−iξ

1
2 R σ(Rξ

1
2 )a(ξ) f (R) dR

It suffices to deal with the first line. Thus, by (4.32),

|B j(ξ)| . ξ− 7
4

∫ ∞

0

|∂2
R

(
χ(2− jR2ξ)σ(Rξ

1
2 ) f (R)

)| dR

. ξ−
7
4

∫ ∞

0

1[R2ξ≃2 j]

(| f ′′(R)| + R−1| f ′(R)| + R−2| f (R)|) dR

(4.42)
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Summing in j ≥ 0 and inserting this bound into
∫ ∞

0
| f̂ (ξ)| ξ 1

4 dξ yields

∫ ∞

0

∞∑

j=0

|B j(ξ)|ξ 1
4 dξ .

∫ ∞

0

∞∑

j=0

ξ−
3
2

∫ ∞

0

1[R2ξ≃2 j]

(| f ′′(R)| + R−1| f ′(R)| + R−2| f (R)|) dR dξ

.

∫ ∞

0

(
R| f ′′(R)| + | f ′(R)| + R−1| f (R)|) dR

In combination with (4.41) this proves (4.34).

The existence of the limit (4.33) pointwise in ξ > 0 follows from the convergence of the series (4.39) for

fixed ξ > 0. Indeed, summing in (4.42) one obtains

∞∑

j=0

|B j(ξ)| . ξ− 7
4

∫ ∞

0

1[R2ξ&1]

(| f ′′(R)| + R−1| f ′(R)| + R−2| f (R)|) dR < ∞

The finiteness in last line follows from the fact that R & ξ−
1
2 > 0 is bounded away from 0, and from our

assumption on f . �

4.3.2. n = −1 mode. None of the linearized operators associated with angular momenta other than n = 1

can be explicitly reduced to an exact Bessel equation. However, they are perturbations of exact Bessel

operators. We use the technique of [18] to obtain the asymptotic form of the Fourier basis and the spectral

measure. The goal will be to obtain expansions similar to (4.28), (4.29) for the operator

−H+−1 = −∂2
R +

15

4R2
− 4

R2 + 1
− 8

(R2 + 1)2
.

We exhibit a fundamental system of H+−1
f = 0. From Proposition 4.1 one solution is Φ−1

0
(R) := R

5
2

1+R2 . We

seek another one with W(Θ−1
0
,Φ−1

0
) = 1. This leads to the ODE

−∂RΘ
−1
0 +

(
5

2R
− 2R

1 + R2

)
Θ−1

0 =
1 + R2

R
5
2

with general solution

Θ−1
0 (R) =

1 + 4R2 +CR4 − 4R4 log(R)

4R
3
2 (1 + R2)

We fix the constant C = −5 so that Θ−1
0

(1) = 0:

Θ−1
0 (R) = Φ−1

0 (R)

(
4R2 + 1

4R4
− log R − 5

4

)
.

Following [18], we use this fundamental system at energy ξ = 0 to construct the Fourier basis Φ−1(R, ξ) of

the operator −H+−1
perturbatively.

Proposition 4.3. For all R ≥ 0, ξ ≥ 0, we have the following expansion for Φ−1(R, ξ)

Φ−1(R, ξ) = Φ−1
0 (R) + R

1
2

∞∑

j=1

(−R2ξ) jΦ j(R
2)
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which converges absolutely. It converges uniformly if Rξ
1
2 remains bounded. Here Φ j(u) ≥ 0 are smooth

functions of u ≥ 0 satisfying

Φ j(u) ≤ 1

j!

u

1 + u
, for all u ≥ 0, j ≥ 1 (4.43)

and Φ1(u) ≥ c1
u

1+u
for all u ≥ 0 with some absolute constant c1 > 0.

Proof. We make the ansatz

Φ−1(R, ξ) = R
1
2

∞∑

j=0

(−ξ) jf j(R), f0(R) :=
R2

1 + R2

with

H+−1

(
R

1
2 f j

)
= R

1
2 f j−1, f−1 := 0.

This leads to the recursion

f j(R) =

∫ R

0

R−
1
2 s

1
2

(
Φ−1

0 (R)Θ−1
0 (s) − Θ−1

0 (R)Φ−1
0 (s)

)
f j−1(s) ds

=

∫ R

0

−s4R4 log s4 + s4R4 log R4 − s4(4R2 + 1) + R4(4s2 + 1)

4sR2(1 + R2)(1 + s2)
f j−1(s) ds.

Introducing the new variables v := s2, u := R2, as well as the new functions f̃ j(s2) := f j(s), we obtain

f̃ j(u) =

∫ u

0

−u2v2 log v2 + u2v2 log u2 − v2(4u + 1) + u2(4v + 1)

8uv(1 + u)(1 + v)
f̃ j−1(v) dv. (4.44)

Substituting v = tu with 0 < t ≤ 1 yields

f̃ j(u) = u

∫ 1

0

4tu + 1 − 2u2t2 log t − t2(4u + 1)

8t(1 + u)(1 + tu)
f̃ j−1(tu) dt

Setting h j(u) := f̃ j(u)/u j+1, u > 0, j ≥ 0 one has for all k ≥ 0,

hk+1(u) =

∫ 1

0

1 − t2 + 4tu(1 − t) − 2u2t2 log t

8(1 + u)(1 + tu)
tkhk(tu) dt, h0(v) =

1

1 + v
(4.45)

Inductively this shows that h j(u) ∈ C∞([0,∞)). Since the kernel is positive and h0 ≥ 0, we also have h j ≥ 0.

Returning to the original variables, we infer that

Φ j(R
2) = R−2 j f j(R) = R2h j(R

2), Φ j(u) = uh j(u) ≥ 0

is smooth in u ≥ 0. To bound h j from above we make the following claim

0 ≤
∫ 1

0

1 − t2 + 4ut(1 − t) − 2u2t2 log t

(1 + tu)2
tk dt ≤ 7

k + 1
, ∀ k ≥ 0 (4.46)

for all u ≥ 0. Assuming the claim we obtain inductively from (4.45) that

hk(u) ≤ 1

k!(1 + u)
, k ≥ 0, u > 0
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which gives us (4.43). To prove the claim we make the following estimates
∫ 1

0

1 − t2 + 4ut(1 − t) − 2u2t2 log t

(1 + tu)2
tk dt ≤

∫ 1

0

5tk dt − 2

∫ 1

0

tk log t dt =
5

k + 1
+

2

(k + 1)2
≤ 7

k + 1
.

For the lower bound on h1(u) we compute

h1(u) =

∫ 1

0

1 − t2 + 4tu(1 − t) − 2u2t2 log t

8(1 + u)(1 + tu)2
dt

In particular, h1(0) = 1
12

and for any u ≥ 0 and with some absolute positive constants c0, c1

h1(u) ≥
∫ 3

4

1
4

1 − t2 + 4tu(1 − t) − 2u2t2 log t

8(1 + u)(1 + tu)2
dt ≥ c0

∫ 3
4

1
4

1 + u + u2

(1 + u)(1 + u)2
dt ≥ c1

1 + u

so that Φ1(u) ≥ c1
u

1+u
as claimed. �

Inspection of the proof shows that we can obtain similar lower bounds on all Φ j, but we have no need for

them. Now we turn to the case when Rξ
1
2 & 1. Our goal is to obtain an asymptotic expansion similar to the

one for the Hankel function (4.29).

Proposition 4.4. For R2ξ & 1, ξ > 0 a Weyl-Titchmarsh function ofH+−1
is given by

Ψ+−1(R, ξ) := ξ−
1
4 eiRξ

1
2
σ−1(Rξ

1
2 ,R) (4.47)

where σ−1 is smooth in q & 1,R > 0 and admits the asymptotic approximation

σ−1(q,R) ∼
∞∑

j=0

q− jΨ+j (R),

in the sense that for all large integers j0, and all indices α, β

sup
R>0

∣∣∣∣(R∂R)α(q∂q)β
[
σ−1(q,R) −

j0∑

j=0

q− jΨ+j (R)
]∣∣∣∣ ≤ C j0,α,β q− j0−1

for all q & 1. One has

Ψ+0 (R) = 1, Ψ+1 (R) =
15i

8
− R

∫ ∞

R

2i

1 + s2
ds = − i

8
+ O

(
1

1 + R2

)
(4.48)

as R→ ∞. For all j ≥ 0 the coefficient functions Ψ+
j
(R) are zero order symbols, i.e.,

sup
R>0

∣∣∣(R∂R)kΨ+j (R)
∣∣∣ < ∞

and they are analytic at infinity.

Proof. The argument is basically a verbatim repetition of the proof of [18, Proposition 5.6]. From (4.47),

σ−1(Rξ
1
2 ,R) = Ψ+−1(R, ξ)ξ

1
4 e−iRξ

1
2
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which satisfies the conjugated equation
(
−∂2

R − 2iξ
1
2 ∂R +

15

4R2
− 4

R2 + 1
− 8

(R2 + 1)2

)
σ−1(Rξ

1
2 ,R) = 0

This replaces eq. (5.8) in [18]. The ansatz

σ−1(Rξ
1
2 ,R) =

∞∑

j=0

ξ−
j
2 f j(r)

leads to the recursion

2i∂R f j(R) =

(
−∂2

R +
15

4R2
− 4

R2 + 1
− 8

(R2 + 1)2

)
f j−1

for all j ≥ 1 with f0 ≡ 1. Solving from R = ∞ where f j vanishes for j ≥ 1 we conclude that

f j(R) =
i

2
∂R f j−1(R) +

i

2

∫ ∞

R

( 15

4s2
− 4

s2 + 1
− 8

(s2 + 1)2

)
f j−1(s) ds

For j = 1 we obtain the formula for Ψ+
1

(R) := R f1(R) stated in (4.48). The remainder of the proof of [18,

Proposition 5.6] does not depend on the specific form of the potential and carries over verbatim to the case

at hand. �

To find the spectral measure associated withH+−1
= H−

1
we now follow [18, Proposition 5.7].

Proposition 4.5. We have

Φ−1(R, ξ) = 2Re
(
a−1(ξ)Ψ+−1(R, ξ)

)

where a(ξ) is smooth, always nonzero, and is of size

|a−1(ξ)| ≃ 〈ξ〉−1

Moreover, it satisfies the symbol-type bounds
∣∣∣(ξ∂ξ)ka−1(ξ)

∣∣∣ ≤ ck uniformly in ξ > 0.

The spectral measure of −H+−1
is absolutely continuous on ξ ≥ 0 with density

dρ−1(ξ)

dξ
=

1

4π
|a−1(ξ)|−2 ≃ 〈ξ〉2

with the same zero order symbol bounds.

Proof. We use the formalism introduced in (4.11)–(4.12). I.e., we set

Φ−1(R, ξ) = a−1(ξ)Ψ+−1(R, ξ) + a−1(ξ)Ψ+−1
(R, ξ) (4.49)

whence

a−1(ξ) =
i

2
W(Φ−1,Ψ+−1

). (4.50)
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We evaluate this Wronskian in the regime where both the Φ−1(R, ξ) and Ψ+−1
(R, ξ) asymptotics are useful,

namely, Rξ
1
2 ≃ 1. By Proposition 4.3, |Φ−1(R, ξ)| . ξ− 1

4 if R ≃ ξ− 1
2 ≥ 1 and |Φ−1(R, ξ)| . ξ− 5

4 if R ≃ ξ− 1
2 ≤ 1.

From the equation H+−1
Φ−1(R, ξ) = −ξΦ−1(R, ξ) whence

|∂2
RΦ
−1(R, ξ)| . (ξ + R−2)|Φ−1(R, ξ)|

and thus |∂2
R
Φ−1(R, ξ)| . ξ|Φ−1(R, ξ)| for all R ≃ ξ− 1

2 . By calculus, |∂RΦ
−1(R, ξ)| . ξ 1

4 if R ≃ ξ− 1
2 ≥ 1 and

|∂RΦ
−1(R, ξ)| . ξ− 3

4 if R ≃ ξ− 1
2 ≤ 1. On the other hand, by Proposition 4.4,

|Ψ+−1(ξ−
1
2 , ξ)| . ξ− 1

4 , |∂RΨ
+
−1(ξ−

1
2 , ξ)| . ξ 1

4

whence

|a−1(ξ)| =
∣∣∣∣Φ−1(ξ−

1
2 , ξ)∂RΨ

+
−1(ξ−

1
2 , ξ) − ∂RΦ

−1(ξ−
1
2 , ξ)Ψ+−1(ξ−

1
2 , ξ)

∣∣∣∣ . 〈ξ〉−1

which gives the upper bound on |a−1(ξ)|. The derivative bounds are obtained by differentiating the Wron-

skian (4.50) in ξ. For Ψ+−1
one uses the symbol bounds from Proposition 4.4, and for Φ−1(R, ξ) we use

Proposition 4.3 as well as the equation H+−1
Φ−1(R, ξ) = −ξΦ−1(R, ξ).

For the lower bound on |a−1(ξ)|, we use a simpler argument than the one in [18]. Directly from (4.49),

|Φ−1(R, ξ)| ≤ 2|a−1(ξ)||Ψ+−1(R, ξ)|, |a−1(ξ)| ≥ |Φ
−1(R, ξ)|

2|Ψ+−1
(R, ξ)|

for all R > 0. On the one hand, |Ψ+−1
(R, ξ)| ≤ Cξ−

1
4 for all ξ > 0 and R2ξ ≥ 1

2
(say). From Proposition 4.3

we have the lower bound

|Φ−1(R, ξ)| ≥ Φ−1
0 (R)

1 −
∞∑

j=1

(R2ξ) j

j!

 ≥ Φ
−1
0 (R)

(
2 − eR2ξ

)

So if, R2ξ = 1
2
, then

|a−1(ξ)| & ξ 1
4Φ−1

0 (1/
√

2ξ) ≃ 〈ξ〉−1

matching the upper bound. For the spectral measure, see (4.12). �

Given f ∈ L2(R dR), let f̃ (R) = R
1
2 f (R) ∈ L2(dR). Computing the distorted Fourier transform of f̃

relative to −H−
1

gives, at least formally

f̃ (R) =

∫ ∞

0

x−1(ξ)Φ−1(R, ξ) ρ−1(dξ), x−1(ξ) =

∫ ∞

0

f̃ (R)Φ−1(R, ξ) dR (4.51)

The convergence of the first integral holds if f is smooth and compactly supported in (0,∞) since then

x−1(ξ) is rapidly decaying in ξ, and bounded for small ξ > 0. But in fact much less is needed.

Lemma 4.6. Let f ∈ L2(R dR) ∩ C2((0,∞)) so that
∫ ∞

0

(
R

3
2 | f ′′(R)| + R

1
2 | f ′(R)| + R−

1
2 | f (R)|) dR = M < ∞ (4.52)

Then for all ξ > 0 the limit

x−1(ξ) = lim
L→∞

∫ L

0

f (R)Φ−1(R, ξ) R
1
2 dR (4.53)
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exists and satisfies
∫ ∞

0

|x−1(ξ)||Φ−1(R, ξ)| ρ−1(dξ) . M (4.54)

In particular, the first integral in (4.51) converges absolutely to R
1
2 f (R) pointwise in R > 0.

Proof. By Propositions 4.3, 4.4, and 4.5 we have

sup
R>0

|Φ−1(R, ξ)| . ξ− 1
4 〈ξ〉−1

(4.55)

for all ξ > 0. Indeed, Propositions 4.3 implies that

|Φ−1(R, ξ)| . R
5
2

1 + R2
.

ξ−
5
4

1 + ξ
≃ ξ− 1

4 〈ξ〉−1

for R2ξ . 1, whereas Propositions 4.4, and 4.5 immediately imply the bound (4.55) in the range R2ξ & 1. It

follows that ∫ ∞

0

|x−1(ξ)||Φ−1(R, ξ)| ρ−1(dξ) .

∫ ∞

0

|x−1(ξ)|ξ− 1
4 〈ξ〉 dξ (4.56)

For any ξ > 0 we define

A(ξ) =

∫ ∞

0

χ0(R2ξ)Φ−1(R, ξ) R
1
2 f (R) dR

B j(ξ) =

∫ ∞

0

χ(2− jR2ξ)Φ−1(R, ξ) R
1
2 f (R) dR

(4.57)

relative to a partition of unity as in (4.37).Thus, at least formally,

x−1(ξ) = A(ξ) +

∞∑

j=0

B j(ξ)

We will show that the series does converge absolutely pointwise in ξ > 0. Then

|A(ξ)| .
∫ ξ

− 1
2

0

R
5
2 〈R〉−2| f (R)|R 1

2 dR. (4.58)

Inserting the right-hand side into the upper bound of (4.56) yields
∫ ∞

0

|A(ξ)|ξ− 1
4 〈ξ〉 dξ .

∫ ∞

0

∫ R−2

0

ξ−
1
4 〈ξ〉 dξR3〈R〉−2| f (R)| dR

.

∫ ∞

0

R−
1
2 | f (R)| dR

In the oscillatory regime we use the previous two propositions and integrate by parts twice. First,

B j(ξ) =

∫ ∞

0

χ(2− jR2ξ) ξ−
1
4 eiξ

1
2 Rσ−1(Rξ

1
2 ,R)a−1(ξ)R

1
2 f (R) dR

+

∫ ∞

0

χ(2− jR2ξ) ξ−
1
4 e−iξ

1
2 R σ−1(Rξ

1
2 ,R)a−1(ξ) R

1
2 f (R) dR
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It suffices to deal with the first line. Thus,

|B j(ξ)| . ξ− 5
4 〈ξ〉−1

∫ ∞

0

|∂2
R

(
χ(2− jR2ξ)σ−1(Rξ

1
2 ,R)R

1
2 f (R)

)| dR

. ξ−
5
4 〈ξ〉−1

∫ ∞

0

1[R2ξ≃2 j]

(
R

1
2 | f ′′(R)| + R−

1
2 | f ′(R)| + R−

3
2 | f (R)|) dR

(4.59)

Summing in j ≥ 0 and inserting this bound into (4.56) we obtain

∫ ∞

0

∞∑

j=0

|B j(ξ)|ξ− 1
4 〈ξ〉 dξ .

∫ ∞

0

∞∑

j=0

ξ−
3
2

∫ ∞

0

1[R2ξ≃2 j]

(
R

1
2 | f ′′(R)| + R−

1
2 | f ′(R)| + R−

3
2 | f (R)|) dR dξ

.

∫ ∞

0

(
R

3
2 | f ′′(R)| + R

1
2 | f ′(R)| + R−

1
2 | f (R)|) dR

In summary, (4.54) holds. On the other hand, the existence of the limit (4.53) is implicit in the argument,

and in fact follows from the convergence of the series (4.57) for fixed ξ > 0. Indeed, summing in (4.59) one

obtains
∞∑

j=0

|B j(ξ)| . ξ− 5
4 〈ξ〉−1

∫ ∞

0

1[R2ξ&1]

(
R

1
2 | f ′′(R)| + R−

1
2 | f ′(R)| + R−

3
2 | f (R)|) dR < ∞

The finiteness in last line follows from the fact that R & ξ−
1
2 > 0 is bounded away from 0, and from (4.52).

�

We now derive the spectral representation of H̃−
1
= D−D∗−, cf. (4.18). The generalized eigenbasis of H−

1

is R−
1
2Φ−1(R, ξ), viz.

H−1

(
R−

1
2Φ−1(R, ξ)

)
= −ξR−

1
2Φ−1(R, ξ)

Returning to f ∈ L2(R dR) as in Lemma 4.6, we have in the sense stipulated by the lemma,

f (R) =

∫ ∞

0

x−1(ξ)R−
1
2Φ−1(R, ξ) ρ−1(dξ), x−1(ξ) =

〈
R−

1
2Φ−1(R, ξ), f (R)

〉

L2
RdR

.

Applying D− to the first of the above relations, we obtain at least formally

D− f (R) =

∫ ∞

0

x−1(ξ)D−
(
R−

1
2Φ−1(R, ξ)

)
ρ−1(dξ)

=

∫ ∞

0

x−1(ξ)ξ−1D−
(
R−

1
2Φ−1(R, ξ)

)
ρ̃−1(dξ)

where ρ̃−1(dξ) := ξρ−1(dξ). In view of Proposition 4.3 and the fact D−(R−
1
2Φ−1

0
(R)) = 0 it is natural to

introduce the new basis

φ−1(R, ξ) := ξ−1D−
(
R−

1
2Φ−1(R, ξ)

)
, (4.60)

which satisfies limξ→0+ φ−1(R, ξ) = −D−(R2Φ1(R2)) and

H̃+−1φ−1(R, ξ) = ξφ−1(R, ξ).
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So we arrive at the Fourier representation formula forD− f relative to the operator H̃−
1
= H̃+−1

:

D− f (R) =

∫ ∞

0

x−1(ξ)φ−1(R, ξ) ρ̃−1(dξ), x−1(ξ) = 〈D− f , φ−1(·, ξ)〉L2
RdR
. (4.61)

In the following proposition we will state conditions on f under which this Fourier transform converges. To

obtain the second identity in (4.61), we compute

〈D− f , φ−1(·, ξ)〉L2
RdR
=ξ−1

〈
D− f ,D−

(
R−

1
2Φ−1(·, ξ)

)〉

L2
RdR

= − ξ−1
〈

f ,H−1

(
R−

1
2Φ−1(·, ξ)

)〉

L2
RdR

=

〈
f ,R−

1
2Φ−1(·, ξ)

〉

L2
RdR

= x−1(ξ).

which is justified if f ∈ C1((0,∞)) has compact support.

Proposition 4.7. Let f ∈ C3((0,∞)) so that
∫ ∞

0

(
R| f ′′′(R)| + | f ′′(R)| + R−1| f ′(R)| + R−2| f (R)|) dR = M < ∞ (4.62)

Then the Fourier coefficient

y(ξ) := 〈D− f , φ−1(·, ξ)〉L2
RdR
= lim

L→∞

∫ L

0

D− f (R)φ−1(R, ξ)R dR

exists pointwise in ξ > 0, and

D− f (R) =

∫ ∞

0

y(ξ)φ−1(R, ξ) ρ̃−1(dξ)

converges absolutely, pointwise in R > 0. Here φ−1(R, ξ) as in (4.60) satisfies H̃+−1
φ−1(R, ξ) = ξφ−1(R, ξ).

The spectral measure ρ̃−1(ξ) associated to φ−1(R, ξ) satisfies
dρ̃−1(ξ)

dξ
≃ ξ〈ξ〉2 for all ξ > 0. Moreover, we

have the unitarity

‖D− f ‖L2(R dR) =
∥∥∥ 〈D− f , φ−1(·, ξ)〉L2

RdR

∥∥∥
L2(ρ̃−1)

provided the left-hand side is finite.

Proof. The properties of the spectral measure follow directly from Proposition 4.5. Recall from (4.17) that

D− f (R) = f ′(R) − 2

R
f (R) +

2R

1 + R2
f (R)

and |D− f (R)| . | f ′(R)| + R−1| f (R)|. From Proposition 4.3 and D−(R−
1
2Φ−1

0
(R)) = 0, we infer that

|φ−1(R, ξ)| . R3〈R2〉−1
. ξ−

1
2 〈ξ〉−1 if R2ξ ≤ 1

Similarly, from Propositions 4.5 and 4.4, we obtain the same bound in the regime R2ξ ≥ 1. The remainder

of the proof now is analogous to that of Lemma 4.6 and we do not write it out. The unitarity is proved

in [11]. �
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4.4. Turning point analysis and the spectral measure for n ≥ 2. The goal of this subsection is to find

the asymptotic behavior of the spectral measures for small and large energies. This will be done by means

of a careful asymptotic analysis of a fundamental system for all energies. We begin with H+n , and will

present the needed modifications forH−n = H+−n later. We will use a perturbation argument developed in the

papers [5] and [4]. As in those papers, we write the eigenvalue problem −H+n f = E2 f as follows:

− 1

(n + 1)2
∂2

R f + V(R) f =
E2

(n + 1)2
f ,

V(R) :=
1

R2
− 1

4(n + 1)2R2
− 4n

(n + 1)2

1

R2(R2 + 1)
− 8

(n + 1)2

1

(R2 + 1)2
.

(4.63)

Switching to semiclassical notation, we introduce ~ := 1
n+1

and write V(R) = Vn(R) = V(R; ~) as

V(R) = V(R; ~) =
1

R2

(
1 − ~

2

4
− 4~

R2 + 1
+

4~2(1 − R2)

(R2 + 1)2

)

:=
1

R2

(
1 +

15~2

4
− 4~

)
+ ε(R2; ~)

(4.64)

Here

ε(R2; ~) :=
4~

R2 + 1
− 4~2(R2 + 3)

(R2 + 1)2

is a bounded smooth function on [0,∞). Henceforth, it will be understood that ~ ∈ (0, 1
3
].

We will construct a fundamental system for (4.63) on R > 0 for all E > 0. We first scale E out by

introducing x := ~ER. If we define f̃ (x) := f (R), then (4.63) becomes

−~2 f̃ ′′(x) + Q(x) f̃ (x) = 0, Q(x) := ~−2E−2V

(
x

~E

)
− 1. (4.65)

More precisely, we have, with α := ~E,

Q(x, α; ~) =x−2

(
1 +

15~2

4
− 4~

)
+ α−2ε

(
x2

α2
; ~

)
− 1.

As usual, see for example [5], we need to modify the potential by adding the Langer correction:

Q0(x;α, ~) := Q(x;α, ~) +
~

2

4x2
= x−2 (1 − 2~)2 + α−2ε

(
x2

α2
; ~

)
− 1. (4.66)

This modification is crucial in order to obtain the correct asymptotics as E → 0+ in the ensuing WKB

analysis. In the following lemma we consider Q0 as a function of x2 rather than x, and α2 instead of α. This

lemma is sharp in the sense that it does not hold in the full range ~ ∈ (0, 1
2
].

Lemma 4.8. The function Q1(x2;α2, ~) = Q0(x;α, ~) satisfies

−(∂yQ1)(y; a, ~) ≃ y−2, (∂aQ1)(y; a, ~) < 0

|∂aQ1(y; a, ~)| . ~(y + a)−2
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uniformly in y > 0, a > 0 and ~ ∈ (0, 1
3
]. The implied constants are absolute. The higher order derivatives

satisfy, uniformly in ~ ∈ (0, 1
3
]

|(∂k
yQ1)(y; a, ~)| ≤ Ck y−k−1 for all y > 0, a > 0, k ≥ 2

and

|∂k
y∂
ℓ
aQ1(y; a, ~)| ≤ Ck,ℓ ~ (y + a)−k−ℓ−1

for all y > 0, a > 0, k ≥ 0, ℓ ≥ 1.

Proof. With

Q1(y, a) =(2~ − 1)2y−1 +
4~(1 − 3~)

y + a
+

8~2y

(y + a)2
− 1

we have, with ∂uQ1 denoting the partial derivative of Q1 with respect to its first variable,

−a2(∂uQ1)(ay, a) = (2~ − 1)2y−2 +
4~(1 − 3~)

(1 + y)2
+

8~2(y − 1)

(1 + y)3

= y−2
[
(2~ − 1)2 + 4~y2(1 + y)−3((1 − 3~)(1 + y) + 2~(y − 1)

)]

= y−2
[
(2~ − 1)2 + 4~y2(1 + y)−3(1 − 5~ + (1 − ~)y)

]
(4.67)

We claim that the term in brackets on the right-hand side is ≃ 1 uniformly in y > 0 and ~ ∈ (0, 1
3
]. By

inspection, this is the case if y ≥ 1 or y > 0 and ~ ∈ (0, 1
5
]. It thus suffices to check that the polynomial

P~(y) = (1 − 2~)2(1 + y)3 + 4~y2(1 − 5~ + (1 − ~)y) ≃ 1

uniformly on the rectangle (y, ~) ∈ [0, 1] × [1
5
, 1

3
]. We have

P′
~
(y) = 3(1 + y)2 − 4~2(−3 + 4y) − 4~(3 + 4y)

The discriminant of the quadratic polynomial P′
h

is

D = −3~ − 5~2 + 32~3 + 16~4

On checks that D < 0 for all ~ ∈ [1
5
, 1

3
]. Thus P′

~
(y) does not change sign in y ∈ R for all such ~. Clearly,

P′
h
(y) > 0 for large y whence P~(y) is increasing for all ~ ∈ [1

5
, 1

3
]. In summary, for all y ∈ [0, 1]

P~(0) = (1 − 2~)2 ≤ P~(y) ≤ P~(1) = 8(1 − 2~)2 + 8~
(
1 − 3~)

Thus the claim above holds and from (4.67) we have

−(∂yQ1)(y, a) ≃ y−2

uniformly in y > 0, a > 0 and ~ ∈ (0, 1
3
].

For the a-derivative we compute

0 < −(∂aQ1)(y, a) =
4~(1 − 3~)

(y + a)2
+

16~2y

(y + a)3
≤ 6~(y + a)−2

uniformly in y > 0, a > 0 and ~ ∈ (0, 1
3
]. The estimates for the higher order derivatives follow by using the

fact that Q1(y; a, ~) is a rational function for both y and a. �
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In the original variables the previous lemma takes the following form.

Corollary 4.9. One has

−(∂xQ0)(x;α, ~) ≃ x−3, (∂αQ0)(x;α, ~) < 0

|∂αQ0(x;α, ~)| . ~α(x2 + α2)−2
(4.68)

uniformly in x > 0, α > 0 and ~ ∈ (0, 1
3
]. The implied constants are absolute. The higher order derivatives

satisfy, uniformly in ~ ∈ (0, 1
3
]

|(∂k
xQ0)(x;α, ~)| ≤ Ck x−k−2 for all x > 0, α > 0, k ≥ 2

and

|∂k
x∂
ℓ
αQ0(x;α, ~)| ≤ Ck,ℓ ~ (x + α)−k−ℓ−2 (4.69)

for all x > 0, α > 0, k ≥ 0, ℓ ≥ 1.

Proof. We set a = α2 and y = x2. By the chain rule

(2α)−1∂α = ∂a, (2x)−1∂x = ∂y

and the corollary follows from the previous lemma. For example, the second resp. third derivatives are

∂2
α = 2∂a + 4a∂2

a, ∂3
α = α(12∂2

a + 8α2∂3
a)

and similarly in x. �

We remark that the estimate in (4.69) is not optimal if k or ℓ are odd. Indeed, in that case one has vanishing

at x = 0, respectively α = 0 as in (4.68). The following lemma introduces the unique turning point xt(α, ~),

i.e., the root of Q0(x;α, ~) = 0. The same non-optimality remark again applies to (4.70) below for odd ℓ.

Lemma 4.10. Q0(x;α, ~) = 0 has a unique root xt(α; ~) ∈ (1−2~, 1). It is strictly monotone decreasing and

smooth in α > 0. Moreover,

−∂αxt(α; ~) = |∂αxt(α; ~)| . ~α(1 + α)−4

|∂ℓαxt(α; ~)| . ~ (1 + α)−ℓ−2, ℓ ≥ 1 (4.70)

for all α > 0 with a uniform constant in ~ ∈ (0, 1
3
].

Proof. By the previous lemma Q0(x;α, ~) is strictly monotone decreasing in both x and α. Thus, xt exists

uniquely and is strictly decreasing in α. Thus, to determine the range of xt as a function of α, it suffices to

consider the limits α→ 0+ and α→ ∞. When α = 0, we have

Q0(x; 0, ~) = x−2 − 1, xt(0; ~) = 1.

When α = ∞, we have

Q0(x;∞, ~) = (2~ − 1)2x−2 − 1, xt(∞; ~) = 1 − 2~.

Taking an α derivative of

Q0(xt(α; ~);α, ~) = Q1(xt(α; ~)2;α2, ~) = 0

yields

∂αxt(α; ~)(∂xQ0)(xt(α; ~);α, ~) + ∂αQ0(xt(α; ~);α, ~) = 0 (4.71)
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whence

−∂αxt(α; ~) = |∂αxt(α; ~)| . ~α(1 + α2)−2

Taking another α derivative in (4.71) yields

|∂2
αxt(α; ~)| . ~(1 + α)−4

as claimed. By Leibnitz’s rule, ∂ℓαxt(α; ~) is a linear combination of all terms of the form

∂ν1
α xt · . . . · ∂νr

α xt ∂
r
x∂

m
αQ0

evaluated at x = xt(α; ~), where ν1 + . . . + νr + m = ℓ. By induction, if (4.70) holds, then if νi < ℓ for all i,

and if r ≥ 1,

|∂ν1
α xt · . . . · ∂νr

α xt ∂
r
x∂

m
αQ0(xt;α, ~)| . ~r(1 + α)−(ν1+...+νr+2r) (1 + α)−r−m−2

. ~
r(1 + α)−ℓ−3r−2

which is largest when r = 1 (if m > 0, then one has ~r+1 and not ~r). Thus,

|∂ℓαxt(α, ~)∂xQ0(xt(α; ~);α, ~)| . ~(1 + α)−ℓ−5 + |∂ℓαQ0(xt(α; ~);α, ~)|
. ~(1 + α)−ℓ−2.

By induction, (4.70) holds for all ℓ as claimed. �

4.5. Liouville-Green transform, reduction to Airy’s equation. We will now apply a global Liouville-

Green transform 1 to the equation (4.65), cf. [21, Chapter 6]. As usual, this refers to a change of both the

independent and dependent variables. The new independent variable τ = τ(x, α; ~) is given by

τ(x, α; ~) := sign (x − xt(α; ~))

∣∣∣∣∣∣
3

2

∫ x

xt(α;,~)

√
|Q0(u, α; ~)| du

∣∣∣∣∣∣

2
3

. (4.72)

Before we rigorously analyze τ, we first take a look at how the equation (4.65) transforms under this change

of variables. As we have seen, for ~ ≤ 1
3
, Q0(x) is strictly monotone for x > 0, so is τ by its definition.

Therefore the map τ(·, α, ~) : (0,∞)→ R is injective. When x > xt(α, ~), we have

τ(x;α, ~) =

(
3

2

∫ x

xt(α,~)

√
−Q0(u;α, ~) du

) 2
3

dτ

dx
=

(
3

2

∫ x

xt(α,~)

√
−Q0(u;α, ~) du

)− 1
3

·
√
−Q0(x;α, ~)

and

d2τ

dx2
=

1

2

(
3

2

∫ x

xt(α,~)

√
−Q0(u;α, ~) du

)− 4
3

Q0(x;α, ~)

−
(
3

2

∫ x

xt(α,~)

√
−Q0(u;α, ~)du

)− 1
3 1

2
√
−Q0(x;α, ~)

dQ0(x;α, ~)

dx

1For more background on this Langer transform and turning point theory in general, see [20] and [31].
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For simplicity, we will use “′” to denote the derivative with respect to x and “·” to denote the derivative

with respect to τ. Also, we will sometimes suppress the dependence on α and ~ when there is no confusion.

Following [5], we define

q := −Q0

τ
so that

dτ

dx
= τ′ =

√
q,

d

dτ
= q−

1
2

d

dx
. (4.73)

The new dependent variable is given by w :=
√
τ′ f̃ . Then, with q̇

1
4 = ∂τ(q

1
4 ), q̈

1
4 = ∂2

τ(q
1
4 ) we have

w :=
√
τ′ f̃ = q

1
4 f̃ , ẇ = q̇

1
4 f̃ + q−

1
4 f̃ ′

ẅ = q̈
1
4 f̃ + q̇

1
4 q−

1
2 f̃ ′ − q−

1
2 q̇

1
4 f̃ ′ + q−

3
4 f̃ ′′ = q−

3
4 f̃ ′′ + q̈

1
4 f̃ .

Using the equation (4.65), we obtain

ẅ = q−
3
4

(
Q0

~2
− 1

4x2

)
f̃ + q̈

1
4 f̃ = −τ~−2w + q̈

1
4 q−

1
4 w − 1

4x2
q−1w

− ~2ẅ(τ) = τw(τ) − ~2q̈
1
4 q−

1
4 w(τ) + ~2 1

4x2q
w

− ~2ẅ(τ) =: τw(τ) − ~2Ṽ(τ;α, ~)w(τ)

(4.74)

where

Ṽ(τ;α, ~) = q̈
1
4 q−

1
4 − 1

4x2q
. (4.75)

In order to use the results in [4], we still need to modify the last equation in (4.74) such that it is consistent

with the equation (D.9) in [4]. To this end, we introduce the new variable ζ := −τ and the last equation in

(4.74) becomes

~
2ẅ(ζ) = ζw(ζ) + ~2Ṽ(−ζ, α; ~)w(ζ). (4.76)

The case for x < xt(α, ~) can be handled similarly and results in the same equation. Below we will analyze

the behavior of τ in terms of x in different regimes. In particular, there are three regimes to consider:

• When x is close to xt(α, ~). More precisely, |x − xt(α, ~)| ≤ 1
2

xt(α; ~).

• When x→ 0+. More precisely, 0 < x ≤ 1
2

xt(α; ~).

• When x→∞. More precisely, x ≥ 3
2

xt(α; ~).

On the other hand, the size of α = ~E affects the position of xt(α, ~). Sometimes we distinguish the two

different cases: α ≪ 1 and α & 1. This will play a crucial role when x ∈ (0, 1
2
].

Now we can start our analysis on the behavior of τ and the potential Ṽ in the perturbed Airy equation

(4.76).

Lemma 4.11. For x ∈
[

1
2

xt(α; ~), 3
2

xt(α; ~)
]
=: J1(α; ~), the function τ defined in (4.72) satisfies

τ(x;α, ~) = (x − xt(α; ~))Φ(x;α, ~)

where Φ(x;α, ~) ≃ 1 uniformly in x ∈ J1, α > 0 and ~ ∈ (0, 1
3
]. Moreover, uniformly in that range of

parameters,

|∂k
xΦ(x;α, ~)| . 1, |∂k

x∂
ℓ
αΦ(x;α, ~)| . ~ (1 + α)−ℓ−2 (4.77)

for all k ≥ 0, ℓ ≥ 1. Finally, q = q(x;α, ~) as in (4.73) satisfies the exact same properties.
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Proof. We have

−Q0(x;α, ~) = Q0(xt(α; ~);α, ~) − Q0(x;α, ~)

= (x − xt(α; ~))

∫ 1

0

(−∂xQ0)(xt(α; ~) + s(x − xt(α; ~));α, ~) ds

= (x − xt(α; ~))g(x;α, ~)

(4.78)

By Corollary 4.9 and Lemma 4.10 we have g(x;α, ~) ≃ 1 uniformly in x ∈ J1, α > 0 and ~ ∈ (0, 1
3
].

Moreover, uniformly in that range of parameters,

|∂k
xg(x;α, ~)| . 1, |∂k

x∂
ℓ
αg(x;α, ~)| . ~ (1 + α)−ℓ−2 (4.79)

for all k ≥ 0, ℓ ≥ 1. We next show how the estimates for higher order derivatives of g are derived, in the

case of pure x or α derivatives, the case of mixed derivatives following similarly:

∂xg(x;α, ~) =

∫ 1

0

(−s∂2
xQ0)(xt(α, ~) + s(x − xt(α, ~));α, ~)ds

⇒ ∂k
xg(x;α, ~) =

∫ 1

0

(−sk∂k+1
x Q0)(xt(α, ~) + s(x − xt(α, ~));α, ~)ds.

The estimate on |∂k
xg(x;α, ~)| then follows from Corollary 4.9. The α-derivatives are given as follows:

∂αg(x;α, ~) =

∫ 1

0

(−(1 − s)∂2
xQ0)(xt(α, ~) + s(x − xt(α, ~));α, ~)(∂αxt)(α, ~)ds

−
∫ 1

0

(∂x∂αQ0)(xt(α, ~) + s(x − xt(α, ~));α, ~)ds,

and more generally, using Faà di Bruno’s formula as well as Leibniz’s rule

∂ℓαg(x;α, ~)

= −
∑

0≤p′≤p≤ℓ,∑
p j=p

C{p j},p,ℓ

∫ 1

0

(
(1 − s)p′∂

p′+1
x ∂

ℓ−p
α Q0

)
(xt(α, ~) + s(x − xt(α, ~));α, ~)

p′∏

j=1

(∂
p j

α xt)(α, ~)ds

Therefore the desired estimates follow from Corollary 4.9 as well as Lemma 4.10. Inserting (4.78) into

(4.72) yields

τ(x;α, ~) = (x − xt(α; ~))
∣∣∣∣
3

2

∫ 1

0

√
sg(xt(α; ~) + s(x − xt(α; ~));α, ~) ds

∣∣∣∣
2
3

=: (x − xt(α; ~))Φ(x;α, ~)

(4.80)

where Φ satisfies the same estimates as g, namely Φ ≃ 1 uniformly in the parameter range above and the

derivatives satisfy (4.79). As a result,

q(x;α, ~) = g(x;α, ~)/Φ(x;α, ~), and τ′(x;α, ~) =
√

q

also satisfies these exact same properties. �
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For the potential function

Ṽ = − 1

4x2q
+ q−

1
4 q̈

1
4 , (4.81)

see (4.76) and (4.75) we have the following immediate corollary.

Proposition 4.12. Uniformly in the parameter range of Lemma 4.11 we have

|∂k
τṼ(τ;α, ~)| . 1, |∂k

τ∂
ℓ
αṼ(τ;α, ~)| . ~ (1 + α)−ℓ−2 (4.82)

for all k ≥ 0, ℓ ≥ 1.

Proof. This follows from the properties of q stated in the previous result. �

Next we turn to the case when x ∈ J2 := [3
2

xt(α; ~),∞).

Lemma 4.13. For x ∈ J2 we write τ =
(

3
2
τ̃
) 2

3
. Then τ̃ > 0 satisfies

τ̃(x;α, ~) = x − y(α; ~) + ρ(x;α, ~)

y(α; ~) ≃ 1, |∂ℓαy(α; ~)| . ~ (1 + α)−ℓ−2, ℓ ≥ 1

ρ(x;α, ~) ≃ x−1, |∂k
xρ(x;α, ~)| . x−k−1, k ≥ 0

|∂k
x∂
ℓ
αρ(x;α, ~)| . ~ (x + α)−ℓ−k−1, k ≥ 0, ℓ ≥ 1

uniformly in α > 0, 0 < ~ ≤ 1
3
.

Proof. We have

−Q0(x;α, ~) = 1 − x−2(1 − 2~)2 − 4~

x2 + α2
+

4~2(x2 + 3α2)

(x2 + α2)2
(4.83)

whence

τ̃(x;α, ~) :=

∫ x

xt(α;~)

√
−Q0(u;α, ~) du = x − xt(α; ~) +

∫ x

xt(α;~)

( √
−Q0(u;α, ~) − 1

)
du

= x − xt(α; ~) − κ(α; ~) + ρ(x;α, ~)

where

ρ(x;α, ~) :=

∫ ∞

x

u−2(1 − 2~)2 +
4~(1−3~)

u2+α2 +
8~2u2

(u2+α2)2

1 +
√
−Q0(u;α, ~)

du (4.84)

and

κ(α; ~) :=

∫ ∞

xt(α;~)

u−2(1 − 2~)2 +
4~(1−3~)

u2+α2 +
8~2u2

(u2+α2)2

1 +
√
−Q0(u;α, ~)

du

=
1

xt(α; ~)

∫ ∞

1

v−2(1 − 2~)2 +
4~(1−3~)

v2+β2 +
8~2v2

(v2+β2)2

1 +
√
−Q0(xt(α; ~)v;α, ~)

dv
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with β(α; ~) = α
xt(α;~)

. By the results of Section 4.5, uniformly in α > 0 and ~ ∈ (0, 1
3
],

κ(α; ~) ≃ 1, |∂ℓακ(α; ~)| . ~ (1 + α)−ℓ−2, ℓ ≥ 1

and

ρ(x;α, ~) ≃ x−1, |∂k
xρ(x;α, ~)| . x−k−1,

|∂k
x∂
ℓ
αρ(x;α, ~)| . ~ (x + α)−ℓ−k−1

as claimed. �

Remark 4.14. The previous analysis covers a larger interval, not just J1. For example, we can set J1 :=

[x0, x1] where 0 ≪ x0 ≪ 1≪ x1 are fixed.

Based on Lemma 4.13, we can now describe the behavior of the potential Ṽ in the same regime of

parameters.

Proposition 4.15. For all x ∈ J2, α > 0, and ~ ∈ (0, 1
3
]

|∂k
τṼ(τ;α, ~)| ≤ Ck τ

−2−k

|∂k
τ∂

ℓ
αṼ(τ;α, ~)| ≤ Ck,ℓ ~ τ

−2−k(1 + α)−ℓ−1
(4.85)

for all k ≥ 0, ℓ ≥ 1.

Proof. By Lemma 4.13, with some constant c,

τ3 = c(x − y(α; ~) + ρ(x;α, ~))2 = (ξ + ρ̃(ξ;α, ~))2

where ξ = c
1
2 (x − y(α; ~)). By the previous remark it suffices to consider the case ξ ≥ 1. Then ρ̃ satisfies the

same estimates relative to ξ as ρ does as a function of x. It is convenient to introduce the new variable

η = ξ + ρ̃(ξ;α, ~)

Thus, τ3 = η2 and

3τ2 ∂τ

∂η
= 2η,

(∂τ
∂η

)2
=

4

9
τ−1,

∂η

∂τ
=

3

2
τ

1
2

q(τ;α, ~) =
(∂τ
∂x

)2
= τ−1(1 + ρ′(x;α, ~))2

x2q(τ;α, ~) = (c−
1
2 ξ + y(α; ~))2(1 + ρ′(x;α, ~))2τ−1

= τ2 (
c−

1
2 (1 + ξ−1ρ̃(ξ;α, ~))−1 + y(α; ~)/η

)2
(1 + ρ′(x;α, ~))2

(4.86)

In view of (4.81), and with σ := q−1q̇,

Ṽ(τ;α, ~) = −1

4
τ−2(c− 1

2 (1 + ξ−1ρ̃(ξ;α, ~))−1 + y(α; ~)/η
)−2

(1 + ρ′(x;α, ~))−2 +
1

4
σ̇ +

1

16
σ2 (4.87)

On the one hand,

ξ−1ρ̃(ξ;α, ~) = O(ξ−2) = O(τ−3)

y(α; ~)/η = O(τ−
3
2 )

ρ′(x;α, ~) = O(x−2) = O(τ−3)
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On the other hand, by (4.73), τ′(x) =
√

q = O(τ−
1
2 ) (recall ′ refers to x derivatives)

σ = −τ−1 + 2(1 + ρ′(x;α, ~))−1q−
1
2 ρ′′, q−

1
2 ρ′′ = O(τ−4)

σ̇ = τ−2 + 2q−
1
2
(
(1 + ρ′(x;α, ~))−1q−

1
2 ρ′′)′ = τ−2 + O(τ−5)

as τ → ∞. Inserting these estimates into (4.87) implies the first line of (4.85), at least for k = 0. As for the

derivatives in τ, we have
∂

∂τ
= q−

1
2
∂

∂x
= (1 + ρ′(x;α, ~))−1τ

1
2
∂

∂x

Each derivative in x gains a power of x ≃ τ 3
2 , but we then lose a τ

1
2 factor by the previous line, resulting in

a total gain of a τ−1 factor for each application of ∂
∂τ

to Ṽ.

For the α derivatives we compute

|∂αq(τ;α, ~)| = 2 τ−1 |(1 + ρ′(x;α, ~))∂x∂αρ(x;α, ~)| . ~τ−1(1 + α)−3

q(τ;α, ~)−1 |∂αq(τ;α, ~)| . ~(1 + α)−3

whence

|∂ασ| . |∂αρ′(x;α, ~)|q− 1
2 |ρ′′| + q−

1
2 |ρ′′|q−1|∂αq| + q−

1
2 |∂2

x∂αρ(x;α, ~)|

. ~(1 + α)−3τ−4 + ~τ
1
2 (x + α)−4

. ~τ−1(1 + α)−3

|∂α σ2| . ~τ−2(1 + α)−3

Similarly, one checks that |∂α σ̇| . ~τ−2(1 + α)−3. However, if we take ∂α of the first term in (4.87), then we

obtain τ−2 multiplied by each of these three terms

ξ−1∂αρ̃(ξ;α, ~), ∂α(y(α; ~)/η), ∂αρ
′(x;α, ~)

which are on the order of, respectively,

~τ−
3
2 (1 + α)−2, ~τ−

3
2 (1 + α)−3, ~(x + α)−3 = O(~τ−

3
2 (1 + α)−2)

uniformly in the range of parameters under consideration. In view of all these contributions,

|∂αṼ(τ;α, ~)| . ~τ−2(1 + α)−2,

as claimed. The higher derivatives are controlled similarly. �

It remains to analyze the interval J0 := (0, 1
2

xt(α; ~)].

Lemma 4.16. For τ < 0 one has the representation

Ṽ(τ;α, ~) =
5

16τ2
− τϕ(x;α, ~)

ϕ(x;α, ~) =
1

4Q2(x;α, ~)

(
xµ′(x;α, ~) − 1

4
µ2(x;α, ~)

)

=
xQ′

2
(x)

4Q2(x)2
+

x2Q′′
2

(x)

4Q2(x)2
−

5x2Q′
2
(x)2

16Q2(x)3
.

(4.88)

where Q2(x;α, ~) := x2Q0(x;α, ~) and µ(x;α, ~) = xQ′
2
(x;α, ~)/Q2(x;α, ~).
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Proof. By (4.87), and suppressing the α, ~ dependence from the notation,

Ṽ(x) = − 1

4x2q(x)
+

1

4
σ̇(x) +

1

16
σ2(x), σ = q̇/q

Now,

σ =
−τ

Q0(x)

(
Q0(x)

τ2
−

Q′
0
(x)

τ
q−

1
2

)
= −1

τ
+ (−τ)

1
2

Q′
0
(x)

Q
3
2

0
(x)

σ2 =
1

τ2
+ 2(−τ)−

1
2

Q′
0
(x)

Q
3
2

0
(x)

− τ
Q′

0
(x)2

Q0(x)3

σ̇ =
1

τ2
− 1

2
(−τ)−

1
2

Q′
0
(x)

Q
3
2

0
(x)

− τQ0(x)−
1
2


Q′

0
(x)

Q
3
2

0
(x)



′

=
1

τ2
− 1

2
(−τ)−

1
2

Q′
0
(x)

Q
3
2

0
(x)

− τ


Q′′
0

(x)

Q0(x)2
− 3

2

Q′
0
(x)2

Q0(x)3



whence

1

4
σ̇(x) +

1

16
σ2(x) =

5

16τ2
+ τ

−
1

4

Q′′
0

(x)

Q0(x)2
+

5

16

Q′
0
(x)2

Q0(x)3



and

Ṽ(x) =
5

16τ2
+

τ

4Q2(x)

1 −
x4Q′′

0
(x)

Q2(x)
+

5

4

(x3Q′
0
(x))2

Q2(x)2

 (4.89)

Inserting

Q0(x) = x−2Q2(x), x3Q′0(x) = xQ′2(x) − 2Q2(x)

x4Q′′0 (x) = 6Q2(x) − 4xQ′2(x) + x2Q′′2 (x)

into (4.89) yields

Ṽ(x) =
5

16τ2
− τ

4Q2(x)

4xQ2(x)Q′
2
(x) − 5x2Q′

2
(x)2 + 4x2Q2(x)Q′′

2
(x)

4Q2(x)2

Setting µ(x) = xQ′
2
(x)/Q2(x) we have

xµ′(x) = x2Q′′2 (x)/Q2(x) + µ(x) − µ(x)2

and thus

Ṽ(x) =
5

16τ2
− τ

4Q2(x)
(xµ′(x) − µ(x)2/4)

as claimed. �
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From (4.83),

Q2(x;α, ~) = (1 − 2~)2 +
4~x2

x2 + α2
− 4~2 x2(x2 + 3α2)

(x2 + α2)2
− x2

xQ′2(x;α, ~) = 8~α2 x2

(x2 + α2)2
+ 8~2α2 x2(x2 − 3α2)

(x2 + α2)3
− 2x2

(4.90)

We begin the analysis of τ and ϕ(x;α, ~) in case α & 1.

Lemma 4.17. If 0 < x ≤ 1
2

xt(α, ~), then the function τ defined by (4.72) has the form

2

3
(−τ(x;α, ~))

3
2 = − (1 − 2~) log x + ε1(x;α, ~)

with ε1 satisfying for all k ≥ 0, ℓ ≥ 1, uniformly in x ∈ J0(α, ~)

|∂k
xε1(x;α, ~)| ≤ Ck,ℓ, |∂ℓα∂k

xε1(x;α, ~)| ≤ Ck,ℓ ~ 〈α〉−2−ℓ

for all α & 1 and 0 < ~ ≤ 1
3
. Moreover, ε1 is analytic as a function of x in a neighborhood of 0 and

∂xε1(0;α, ~) = 0.

Proof. In this case we have
√

Q0(u;α, ~) = u−1
√

Q2(u;α, ~)

= u−1

√
(1 − 2~)2 +

4~u2

u2 + α2
− 4~2u2(u2 + 3α2)

(u2 + α2)2
− u2

=
1 − 2~

u
+ f (u;α, ~),

where f is analytic in small u, and bounded uniformly (with all derivatives in u) in α & 1. Moreover,

f (0;α, ~) = 0 and

|∂ℓα∂k
u f (u, α; ~)| ≤ Ck,ℓ ~〈α〉−2−ℓ, ℓ ≥ 1, k ≥ 0.

Note that f does not decay in α, since

lim
α→∞

√
Q0(u;α, ~) = u−1

√
(1 − 2~)2 − u2

but derivatives of f relative to α do decay in α. We split the integral in the definition of τ in the form, with

0 < x0 ≪ 1 fixed independently of α, ~,
∫ xt(α,~)

x

=

∫ x0

x

+

∫ xt(α,~)

x0

and obtain∫ xt

x

√
Q0(u;α, ~) du = −(1 − 2~) log x + (1 − 2~) log x0 +

∫ x0

0

f (u;α, ~) du −
∫ x

0

f (u;α, ~) du

+

∫ xt(α,~)

x0

√
Q0(u;α, ~) du

= −(1 − 2~) log x + ε1(x;α, ~)

(4.91)
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The final integral here is governed by (4.78) and (4.79). In fact, from (4.78)
∫ xt(α,~)

x0

√
Q0(u;α, ~) du =

∫ xt(α;~)−x0

0

√
g(xt(α; ~) − v;α, ~)

√
v dv

which obeys the desired bounds as a function of α by Lemma 4.10 and (4.79). The term
∫ x0

0

f (u;α, ~) du

satisfies the same properties, as does
∫ x

0

f (u;α, ~) du = O(x2) as x→ 0

Adding up these different contributions in (4.91) concludes the proof. �

To express x as a function of τ we invert the function in the previous proposition.

Corollary 4.18. There exists a constant x0 ∈ J0(α; ~) so that for all x ∈ (0, x0], with the parameters as in

the previous proposition, there is a representation

x = X

(
exp

(
− 2

3(1 − 2~)
(−τ(x;α, ~))

3
2

)
;α, ~

)

where τ ≤ τ0(α, ~), and τ0(α, ~) is the value of the map τ = τ(x;α, ~) at x = x0. Here X is a diffeomorphism

[0, y0(α; ~)] → [0, x0], where y0(α, ~) is defined such that X(y0(α, ~);α, ~) = x0, with

X′(0;α, ~) = exp

(
1

1 − 2~
ε1(0;α, ~)

)
.

We have X′(y;α, ~) & 1 for all y ∈ [0, y0] and α & 1 and ~ ∈ (0, 1
3
], as well as

|∂k
yX(y;α, ~)| ≤ Ck, |∂k

y∂
ℓ
αX(y;α, ~)| ≤ Ck,ℓ ~α

−2−ℓ (4.92)

for all k ≥ 0, ℓ ≥ 1.

Proof. We set

log Y(x;α, ~) = log x − 1

1 − 2~
ε1(x;α, ~)

Y(x;α, ~) = x exp

(
− 1

1 − 2~
ε1(x;α, ~)

)
.

By Lemma 4.17, Y(x;α, ~) is smooth as a function of x on a neighborhood of 0 containing J0(α, ~). More-

over,

Y ′(0;α, ~) = exp

(
− 1

1 − 2~
ε1(0;α, ~)

)

is bounded below uniformly in α & 1 and ~ ∈ (0, 1
3
]. It follows that we can smoothly invert y = Y(x;α, ~) so

that x = X(y;α, ~), uniformly in the parameters. Finally, we have the bounds

|∂k
xY(x;α, ~)| ≤ Ck, |∂k

x∂
ℓ
αY(x;α, ~)| ≤ Ck,ℓ ~α

−2−ℓ (4.93)
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for all k ≥ 0 and ℓ ≥ 1. These bounds imply (4.92). Indeed, from X(Y(x;α, ~);α, ~) = x we deduce

∂yX∂xY = 1

−(∂xY)−1(∂2
yX∂αY∂xY + ∂yX∂x∂αY) = ∂y∂αX

−(∂xY)−1(∂3
yX(∂αY)2∂xY + ∂2

y∂αX∂αY∂xY + ∂2
yX∂2

αY∂xY + ∂2
yX∂αY∂x∂αY+

∂2
y∂αX∂αY∂xY + 2∂y∂αX∂x∂αY + ∂2

yX∂αY∂x∂αY + ∂yX∂x∂
2
αY

)
= ∂y∂

2
αX

(4.94)

which (4.92). The higher derivatives follow inductively. In fact, if we differentiate both sides of the first

equation in (4.94) with respect to x, we obtain

∂2
yX(∂xY)2 + ∂yX∂2

xY = 0,

∂3
yX(∂xY)3 + 3∂2

yX∂2
xY∂xY + ∂yX∂3

xY = 0,

...

Inductively, we have

∂k
yX(∂xY)k + Pk(∂k−1

y X, ..., ∂yX, ∂xY, ∂2
xY, ..., ∂k

xY) = 0, for k ≥ 2. (4.95)

Here Pk(∂k−1
y X, ..., ∂yX, ∂xY, ∂2

xY, ..., ∂k
xY) is a polynomial in the variables ∂k−1

y X, ..., ∂yX and ∂xY, ..., ∂k
xY .

Then we use an induction argument and the lower bound on ∂xY for small x as well as the bounds (4.93) to

conclude

|∂k
yX(y, α; ~)| ≤ Ck, for all k ≥ 0. (4.96)

For the α-derivatives of X, we differentiate (4.95) in α on both sides to obtain

∂k
y∂αX(∂xY)k + k∂k

yX∂x∂αY(∂xY)k−1 + ∂α
(
Pk(∂k−1

y X, ..., ∂yX, ∂xY, ..., ∂k
xY)

)
= 0, for k ≥ 2. (4.97)

Here ∂α
(
Pk(∂k−1

y X, ..., ∂yX, ∂2
xY, ..., ∂k

xY)
)

is a polynomial containing factors ∂k−1
y ∂αX, ..., and ∂y∂αX, ∂x∂αY, ..., ∂k

x∂αY ,

as well as ∂k−1
y X, ..., ∂yX, ∂xY, ..., ∂k

xY . Therefore the estimate on ∂k
y∂αX follows from the estimates on the

higher order y-derivatives of X, and the higher order derivatives of Y . Again, inductively we have

∂k
y∂
ℓ
αX∂xY + Qk,ℓ = 0. (4.98)

Here Qk,ℓ is a polynomial with factors ∂k′
y ∂

ℓ′
α X, as well as higher order derivatives of Y , where k′ ≤ k, ℓ′ ≤ ℓ

and at least one of k′ < k, ℓ′ < ℓ holds. Therefore the estimates on higher order derivatives ∂k
y∂
ℓ
αX follow

from an induction argument. �

Based on Lemma 4.17 and the previous corollary, we now analyze the behavior of Ṽ for 0 < x ≤ 1
2

xt(α; ~)

and α & 1.

Proposition 4.19. For 0 < x ≤ 1
2

xt(α; ~) and α & 1, we have

|∂k
τṼ(τ;α, ~)| ≤ Ck τ

−2−k, |∂k
τ∂

ℓ
αṼ(τ;α, ~)| ≤ Ck,ℓ~ eτα−2−ℓ

for all k ≥ 0 and ℓ ≥ 1.
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Proof. From Lemma 4.16 and (4.90)

Ṽ(τ;α, ~) =
5

16τ2
+ τOα,~

X

(
exp

(
− 2

3(1 − 2~)
(−τ)

3
2

)
;α, ~

)2


=
5

16τ2
+ τOα,~

(
exp

(
− 4

3(1 − 2~)
(−τ)

3
2

))

By inspection of the function µ in Lemma 4.16 and (4.90) one sees that the Oα,~-term here depends on α

only through terms which are on the order of ~. Any derivative in α of the order ℓ will gain ~α−2−ℓ by the

structure of µ and Corollary 4.18. �

The exponential decay stated in the proposition is not optimal, it was chosen for convenience.

Next we turn to the case when 0 < α ≪ 1. An important difference arises here with respect to the

potential Ṽ(x;α, ~). Indeed, one checks that

xµ′(x;α, ~) − µ(x;α, ~)2/4
∣∣∣∣
x=α
= −α

4 + ~2(1 − 2~ + 5~2) + 2α2(2 − 9~ + 7~2)

(1 − α2 − 2~)2
< 0

for small ~ and α. This means that the term τϕ(x;α, ~) in (4.88) is large for small α when x ≃ α, and

dominates 5/(16τ2). We distinguish three parameter regimes: 0 < x ≪ α ≪ 1, 0 < α ≪ x ≪ 1, and

α ≃ x≪ 1. We begin with the latter case.

Lemma 4.20. Let 0 < k0 ≪ 1 ≪ K0 be fixed constants. Then for all x ∈ [k0α,K0α],

2

3
(−τ(x;α, ~))

3
2 = − log x + σ(x;α, ~) (4.99)

where

|∂k
x∂
ℓ
ασ(x;α, ~)| ≤ Ck,ℓ α

−k−ℓ

for all k, ℓ ≥ 0. If ℓ ≥ 1, then a factor of ~ is gained on the right-hand side. The constants depend on k0,K0,

and K0α ≪ 1.

Proof. We have

2

3
(−τ(x;α, ~))

3
2 =

∫ xt

x

(
(1 − 2~)2 +

4~u2

u2 + α2
− 4~2u2(u2 + 3α2)

(u2 + α2)2
− u2

) 1
2 du

u

=

∫ xt/α

x/α

(
(1 − 2~)2 +

4~v2

1 + v2
− 4~2v2(v2 + 3)

(1 + v2)2
− α2v2

) 1
2 dv

v

=

∫ xt/α

x/α

(
1 − 4~

1 − ~ + (1 + ~)v2

(1 + v2)2
− α2v2

) 1
2 dv

v

Since for ~ ∈ (0, 1
3
] and v > 0

d

dv

1 − ~ + (1 + ~)v2

(1 + v2)2
= −2v(1 + v2)−3(1 − 3~ + (1 + ~)v2) < 0
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it follows that

4~
1 − ~ + (1 + ~)v2

(1 + v2)2
≤ 4~(1 − ~) ≤ 8

9

Thus, if v ≤ 1
4α

, then

4~
1 − ~ + (1 + ~)v2

(1 + v2)2
+ α2v2 ≤ 8

9
+

1

16
< 1

and

(
1 − 4~

1 − ~ + (1 + ~)v2

(1 + v2)2
− α2v2

) 1
2

= 1 −
∞∑

k=1

(−1)k−1

( 1
2

k

) (
4~

1 − ~ + (1 + ~)v2

(1 + v2)2
+ α2v2

)k

converges uniformly on 0 ≤ v ≤ 1
4α

, and ~ ∈ (0, 1
3
]. It is, however, not easy to integrate term-wise and

estimate each term separately in the whole range of ~. Instead, we proceed as follows: if 4K0α < 1, then

2

3
(−τ(x;α, ~))

3
2 = − log(4x) + ω1(α, ~) + ω2(x;α, ~)

ω1(α, ~) :=

∫ xt/α

1/(4α)

(
1 − 4~

1 − ~ + (1 + ~)v2

(1 + v2)2
− α2v2

) 1
2 dv

v

ω2(x;α, ~) := −
∫ 1/(4α)

x/α

4~
1−~+(1+~)v2

(1+v2)2 + α2v2

1 +
(
1 − 4~

1−~+(1+~)v2

(1+v2)2 − α2v2
) 1

2

dv

v

Note that by Lemma 4.10, xt(α; ~) > 1
3
. Lemma 4.11 applies to ω1(α, ~), i.e.,

0 ≤ ω1(α, ~) . 1, |∂ℓαω1(α, ~)| ≤ Cℓ ~ for all ℓ ≥ 1

uniformly in the regime of parameters under consideration. Furthermore,

|ω2(x;α, ~)| ≤
∫ 1/(4α)

x/α

(
4~(1 + ~)(1 + v2)−1 + α2v2

) dv

v

= 2~(1 + ~) log
v2

1 + v2
+

1

2
α2v2

∣∣∣∣
1/(4α)

x/α

= 2~(1 + ~)
(
− log(1 + 16α2) + log(1 + α2/x2)

)
+

1

2

(
1

16
− x2

)
= O(1)

uniformly in x ≃ α ≪ 1. Next, by inspection, for all k ≥ 0,

|∂k
xω2(x;α, ~)| ≤ Ckα

−k

Since x ≃ α, we can replace α−k with x−k. For the derivatives relative to α it is convenient to undo the

scaling of ω2, to wit

ω2(x;α, ~) :=

∫ 1/4

x

4~α2 (1−~)α2+(1+~)u2

(α2+u2)2 + u2

1 +
(
1 − 4~α2 (1−~)α2+(1+~)u2

(α2+u2)2 − u2
) 1

2

du

u
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From this expression one can derive that

|∂k
x∂
ℓ
αω2(x;α, ~)| ≤ Ck,ℓ ~α

−k−ℓ

if k ≥ 0 and ℓ ≥ 1. �

Next, we describe Ṽ in the regime of Lemma 4.20.

Proposition 4.21. Using the representation of Lemma 4.16, we have

Ṽ(τ;α, ~) =
5

16τ2
− τϕ(x;α, ~) (4.100)

where |ϕ(x;α, ~)| ≤ C(~ + α2) uniformly in x ∈ [k0α,K0α], 0 < α ≪ 1. Moreover,

|∂k
τ∂

ℓ
αϕ(x;α, ~)| ≤ Ck,ℓ (~ + α2)(−τ)

k
2α−ℓ (4.101)

for all k, ℓ ≥ 0. If ℓ ≥ 1, then a factor of ~ is gained in (4.101). The constants depend on k0,K0, and α0 > 0

where K0α ≤ α0 ≪ 1.

Proof. By Lemma 4.16,

ϕ(x;α, ~) =
1

4Q2(x;α, ~)

(
xµ′(x;α, ~) − 1

4
µ2(x;α, ~)

)

where Q2(x;α, ~) := x2Q0(x;α, ~) and µ(x;α, ~) = xQ′
2
(x;α, ~)/Q2(x;α, ~). Formulas (4.90) determine µ.

By inspection, |µ| . ~ + α2 and |xµ′| . ~ + α2 for all x ≃ α. For the derivatives, recall that

∂

∂τ
= q−

1
2
∂

∂x
= (−τ)

1
2

1
√

Q2(x;α, ~)
x
∂

∂x
(4.102)

The x ∂
∂x

operator does not change the bound on µ or ϕ(x;α, ~). The largest contribution to the higher

derivatives comes from

∂k

∂τk
=

(
q−

1
2
∂

∂x

)k

= (−τ)
k
2

( √
Q2(x;α, ~)

)−k
(
x
∂

∂x

)k

+ lower order (4.103)

where “lower order” refers to terms involving fewer x-derivatives. The derivatives with respect to α bring

out a (single) factor of ~, and lose a factor of α−1 each. This yields (4.101). �

Next, we analyze the case 0 < x ≪ α ≪ 1.

Lemma 4.22. If 0 < x≪ α ≪ 1, then the function τ defined by (4.72) has the form

2

3
(−τ(x;α, ~))

3
2 = − log x + 2~ log(x/α) + ψ(x/α;α, ~) + ρ(α; ~)

where ψ(z;α, ~) is analytic near 0, and uniformly in 0 < α ≪ 1, and |z| ≤ r0 for some absolute constant

0 < r0 ≪ 1,

|∂k
z∂

ℓ
αψ(z;α, ~)| ≤ Ck,ℓ (~ + α2), |∂ℓαρ(α; ~)| ≤ Cℓ α

−ℓ

for all k, ℓ ≥ 0.
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Proof. We have

2

3
(−τ(x;α, ~))

3
2 =

2

3
(−τ(k0α;α, ~))

3
2 +

∫ k0α

x

(
(1 − 2~)2 +

4~u2

u2 + α2
− 4~2u2(u2 + 3α2)

(u2 + α2)2
− u2

) 1
2 du

u

=
2

3
(−τ(k0α;α, ~))

3
2 +

∫ k0

x/α

(
(1 − 2~)2 +

4~v2

1 + v2
− 4~2v2(v2 + 3)

(1 + v2)2
− α2v2

) 1
2 dv

v

(4.104)

We write, with analytic f1 and f2 on the unit disk,

v2

1 + v2
= v2 f1(v2),

v2(v2 + 3)

(1 + v2)2
= 3v2 f2(v2), f1(0) = f2(0) = 1

whence

(
(1 − 2~)2 +

4~v2

1 + v2
− 4~2v2(v2 + 3)

(1 + v2)2
− α2v2

) 1
2

= (1 − 2~)
(
1 + 4~(1 − 2~)−2v2 f1(v2) − 12~2(1 − 2~)−2v2 f2(v2) − α2(1 − 2~)−2v2

) 1
2

= (1 − 2~)
(
1 + v2 f (v2;α, ~)

) 1
2
= (1 − 2~)

1 +

∞∑

n=1

(
1
2

n

)
v2n f (v2;α, ~)n



with

f (v2;α, ~) = 4~(1 − 2~)−2 f1(v2) − 12~2(1 − 2~)−2 f2(v2) − α2(1 − 2~)−2

f (0;α, ~) = 4~(1 − 2~)−2 − 12~2(1 − 2~)−2 − α2(1 − 2~)−2

as well as in the complex plane

max
|z|≤ 1

2

| f (z;α, ~)| ≤ C(~ + α2) (4.105)

where C is an absolute constant. With n ≥ 1,

Fn(y;α, ~) :=

∫ y

0

v2n−1 f (v2;α, ~)n dv

∫ k0

x/α

v2n−1 f (v2;α, ~)n dv = Fn(k0;α, ~) − Fn(x/α;α, ~)

By (4.105), if 0 ≤ y ≤ 1
2
, then

|Fn(y;α, ~)| ≤ Cn(~ + α2)ny2n
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Thus, by (4.104), and Lemma 4.20, and with k0 some fixed small constant,

2

3
(−τ(x;α, ~))

3
2 =

2

3
(−τ(k0α;α, ~))

3
2 +

∫ k0

x/α

(1 − 2~)
(
1 +

∞∑

n=1

(
1
2

n

)
v2n f (v2;α, ~)n

) dv

v

=
2

3
(−τ(k0α;α, ~))

3
2 + (1 − 2~) log k0 − (1 − 2~) log

x

α

+ (1 − 2~)

∞∑

n=1

(
1
2

n

)(
Fn(k0;α, ~) − Fn(x/α;α, ~)

)

= − log x + 2~ log(x/α) + ψ(x/α;α, ~) + ρ(α; ~)

where ψ and ρ are given by

ψ (z;α, ~) := − (1 − 2~)

∞∑

n=1

(
1
2

n

)
Fn (z;α, ~) ,

ρ(α; ~) :=
2

3
(−τ(k0α;α, ~))

3
2 + (1 − 2~) log k0 + logα + (1 − 2~)

∞∑

n=1

(
1
2

n

)
Fn(k0;α, ~),

and have the properties stated in the lemma. In particular, the estimate on τ(k0α;α, ~) follows from the result

in Lemma 4.20. �

Based on Lemma 4.22, we now describe the potential Ṽ(τ;α, ~) in the regime 0 < x ≪ α ≪ 1.

Proposition 4.23. In the parameter regime of the previous lemma, and using the representation (4.100),

|∂k
τ∂

ℓ
αϕ(x;α, ~)| ≤ Ck,ℓ (~ + α2)α−ℓ(− log x + 2~ log(x/α))

k
3 (x/α)2

≤ Ck,ℓ (~ + α2)α−ℓ(−τ)
k
2 (x/α)2

for all k, ℓ ≥ 0.

Proof. By (4.90), with ξ := x/α,

Q2(x;α, ~) = (1 − 2~)2 +
4~x2

x2 + α2
− 4~2 x2(x2 + 3α2)

(x2 + α2)2
− x2

= (1 − 2~)2 +
4~ξ2

1 + ξ2
− 4~2ξ2(ξ2 + 3)

(1 + ξ2)2
− α2ξ2

xQ′2(x;α, ~) = 8~α2 x2

(x2 + α2)2
+ 8~2α2 x2(x2 − 3α2)

(x2 + α2)3
− 2x2

= 8~
ξ2

(1 + ξ2)2
+ 8~2 ξ

2(ξ2 − 3)

(1 + ξ2)3
− 2α2ξ2

Thus, we have |µ| ≤ C(~ + α2)ξ2 and therefore

|ϕ(x;α, ~)| ≤ C(~ + α2)ξ2, |∂ℓαϕ(x;α, ~)| ≤ C(~ + α2)α−ℓ ξ2
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uniformly in the parameter regime of the proposition, for all ℓ ≥ 0. In view of (4.102), (4.103), x∂x = ξ∂ξ,

and Lemma 4.22,

|∂k
τϕ(x;α, ~)| ≤ Ck (~ + α2) (

√
−τ)kξ2

≤ Ck (~ + α2) (− log x + 2~ log(x/α))
k
3 ξ2

for all k ≥ 0, as well as

|∂k
τ∂

ℓ
αϕ(x;α, ~)| ≤ Ck,ℓ (~ + α2)α−ℓ(− log x + 2~ log(x/α))

k
3 ξ2

as claimed. �

Finally we discuss the case when 0 < α ≪ x ≪ 1.

Lemma 4.24. The function τ defined by (4.72) has the form, with η = α/x,

2

3
(−τ(x;α, ~))

3
2 = −(1 − α2 f3(α; ~)) log x +C(α; ~) + x2 f1(x, η, α; ~) + ~η2 f2(x, η, α; ~) (4.106)

for all 0 < α ≪ x ≪ 1 and 0 < ~ ≤ 1
3
. Here f1 and f2 are analytic in small (complex) x, η, α and bounded

on a small polydisc in C3 centered at (0, 0, 0), uniformly in 0 < ~ ≤ 1
3
. The function f3 is analytic and

bounded on a small disk of small complex α, uniformly in the same range of ~. Finally, for all ℓ ≥ 0 we have

|∂ℓαC(α; ~)| ≤ Cℓ α
−ℓ uniformly in small α and ~ in the same range as before.

Proof. With η = α
u

, we have

Q2(u;α, ~) = 1 − 4~(1 − ~)α2

u2 + α2
− 8~2α2u2

(u2 + α2)2
− u2

= 1 − 4~(1 − ~)η2

1 + η2
− 8~2η2

(1 + η2)2
− u2

= 1 − ~η2g(η2; ~) − u2

(4.107)

with

g(z; ~) =
4(1 − ~)

1 + z
+

8~

(1 + z)2
, g(0; ~) = 4(1 + ~)

Thus, fixing some 0 < x0 ≪ 1 so that 0 ≪ α ≪ x ≤ x0, we have

2

3
(−τ(x;α, ~))

3
2 =

2

3
(−τ(x0;α, ~))

3
2 + log x0 − log x

−
∫ x0

x

[(
1 − ~η2g(η2; ~) − u2

) 1
2 − 1

] du

u

=
2

3
(−τ(x0;α, ~))

3
2 + log x0 − log x

+

∞∑

n=1

(−1)n−1

(
1
2

n

) n∑

ℓ=0

(
n

ℓ

)
~
ℓα2ℓ

∫ x0

x

g(α2u−2; ~)ℓu2(n−2ℓ)−1 du

(4.108)
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Plugging the Taylor expansion of g into the integral leads to expressions of the form (because of smallness,

uniform convergence holds and integrations and summations can be exchanged), with j ≥ 0, 0 ≤ ℓ ≤ n,

~
ℓα2(ℓ+ j)

∫ x0

x

u2(n−2ℓ− j)−1 du =
~
ℓα2(ℓ+ j)

2(n − 2ℓ − j)
(x

2(n−2ℓ− j)

0
− x2(n−2ℓ− j))

= O(~ℓα2(ℓ+ j) x
2(n−2ℓ− j)

0
) + O(~ℓx2(n−ℓ)η2(ℓ+ j))

if n − 2ℓ − j , 0. Observe that

O(~ℓx2(n−ℓ)η2(ℓ+ j)) = O(x2) if ℓ = 0

O(~ℓx2(n−ℓ)η2(ℓ+ j)) = ~O(η2) if ℓ > 0
(4.109)

If n − 2ℓ − j = 0, then

~
ℓα2(ℓ+ j)

∫ x0

x

u2(n−2ℓ− j)−1 du = ~ℓα2(n−ℓ)(log x0 − log x)

= ~ℓα2(ℓ+ j)(log x0 − log x)

We have n − ℓ = ℓ + j ≥ 1 (if ℓ = 0, then j = n ≥ 1), so the − log x is multiplied with the small factor α2. In

summary, in view of (4.108), (4.109), and Lemma 4.11 we conclude that

2

3
(−τ(x;α, ~))

3
2 = − log x +C(α; ~) + x2 f1(x, η, α; ~) + ~η2 f2(x, η, α; ~) + α2 f3(α; ~) log x

where η = α/x, and all functions have the properties stated in the lemma. In particular, in order to estimate

τ(x0;α, ~) contributing to C(α, ~), we use the results in Lemma 4.11, by choosing x0 ∈ J1. �

Based on Lemma 4.24, we are finally able to describe Ṽ in the one remaining case.

Proposition 4.25. In the parameter regime of the previous lemma, and using the representation (4.100),

|∂k
τ∂

ℓ
αϕ(x;α, ~)| ≤ Ck,ℓ (~α2/x2 + x2)α−ℓ(

√
−τ)k

≤ Ck,ℓ (~α2/x2 + x2)α−ℓ(− log x)
k
3

for all k, ℓ ≥ 0.

Proof. By (4.90), with η := α/x,

Q2(x;α, ~) = (1 − 2~)2 +
4~x2

x2 + α2
− 4~2 x2(x2 + 3α2)

(x2 + α2)2
− x2

= (1 − 2~)2 +
4~

1 + η2
− 4~2η2(η2 + 3)

(1 + η2)2
− x2

xQ′2(x;α, ~) = 8~α2 x2

(x2 + α2)2
+ 8~2α2 x2(x2 − 3α2)

(x2 + α2)3
− 2x2

= 8~
η2

(1 + η2)2
+ 8~2 η

2(1 − 3η2)

(1 + η2)3
− 2x2

Thus, recalling Lemma 4.16 for the definition of µ, we have |µ| ≤ C(~η2 + x2) and therefore

|ϕ(x;α, ~)| ≤ C(~η2 + x2), |∂ℓαϕ(x;α, ~)| ≤ C(~η2 + x2)α−ℓ
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uniformly in the parameter regime of the proposition, for all ℓ ≥ 0. In view of (4.102), (4.103), x∂x = −η∂η,
and Lemma 4.24,

|∂k
τϕ(x;α, ~)| ≤ Ck (~η2 + x2) (

√
−τ)k

≤ Ck (~η2 + x2) (− log x)
k
3

for all k ≥ 0, as well as

|∂k
τ∂

ℓ
αϕ(x;α, ~)| ≤ Ck,ℓ (~η2 + x2)α−ℓ(

√
−τ)k

≤ Ck,ℓ (~η2 + x2)α−ℓ(− log x)
k
3

as claimed. �

Propositions 4.12, 4.15, 4.19, 4.23 and 4.25 provide the following complete description for the potential

Ṽ(τ;α, ~). We ignore a factor of ~ which might appear upon differentiation with respect to α.

Proposition 4.26. There exists a constant τ∗ > 0 and a small constant 0 < α∗ ≪ 1 so that uniformly in

~ ∈ (0, 1
3
],

|∂k
τ∂

ℓ
αṼ(τ;α, ~)| ≤ Ck,ℓ 〈α〉−ℓ−1〈τ〉−2−k, ∀ τ ≥ −τ∗ (4.110)

for all k, ℓ ≥ 0 and α > 0. Moreover, (4.110) holds for −∞ < τ ≤ −τ∗, all k, ℓ ≥ 0 and α ≥ α∗. Finally, if

0 < α ≤ α∗ and −∞ < τ ≤ −τ∗, then

Ṽ(τ;α, ~) =
5

16τ2
− τϕ(x;α, ~)

where for all k, ℓ ≥ 0

|∂k
τ∂

ℓ
αϕ(x;α, ~)| ≤ Ck,ℓ min

(
~α2x−2 + x2, ~x2/α2 + x2)α−ℓ(−τ)

k
2 (4.111)

Here x = x(τ;α, ~) is the inverse of the diffeomorphism τ = τ(x;α, ~) defined in (4.72), and satisfies

2

3
(−τ(x;α, ~))

3
2 =

{
−(1 − O(α2)) log x + O1(1), if 0 < α ≤ x ≤ x∗ := x(−τ∗;α, ~)
− log x + 2~ log(x/α) + O2(1), if 0 < x ≤ α ≤ α∗

(4.112)

Here O(α2) is analytic in complex |α| ≤ α∗, and bounded uniformly in ~ ∈ (0, 1
3
]. Furthermore, the two terms

O1(1), resp. O2(1) refer to smooth functions of τ, α (and thus also of x), uniformly bounded in 0 < α ≤ α∗,
−∞ < τ ≤ −τ∗, and so that for all k, ℓ ≥ 0 one has ∂k

x∂
ℓ
αO1(1) = O(x−kα−ℓ) in the parameter regime of the

first line of (4.112), resp. ∂k
x∂
ℓ
αO2(1) = O(α−k−ℓ) in the regime of the second line of (4.112).

4.6. Fundamental system for the perturbed Airy equation. In this section we will analyze a fundamental

system of solutions of the perturbed Airy equation (4.76), viz.

~
2ẅ(ζ; ~) = ζw(ζ; ~) + ~2Ṽ(−ζ, α; ~)w(ζ; ~).

Here Ṽ is as in Proposition 4.26, but we switched to the independent variable ζ = −τ. With τ∗ as in that

proposition, we set ζ∗ := −(−τ∗) = τ∗.
Recall that the unperturbed semiclassical Airy equation

~
2ẅ0(ζ; ~) = ζw0(ζ; ~) (4.113)
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has a fundamental system Ai(~−
2
3 ζ),Bi(~−

2
3 ζ) which are positive for all ζ ≥ 0. For ζ ≤ 0 we switch to the

complex system

Ai(~−
2
3 ζ) ± iBi(~−

2
3 ζ)

which does not vanish. Throughout this section, we shall frequently use the following standard facts about

Volterra integral equations of the form

f (x) = g(x) +

∫ ∞

x

K(x, s) f (s) ds, (4.114)

or

f (x) = g(x) +

∫ x

a

K(x, s) f (s) ds, (4.115)

with some g(x) ∈ L∞ and a ∈ R. These equations are solved by means of an iteration which crucially relies

on the directedness of the variables. This refers to s > x in (4.114) and s < x in (4.115). This ordering leads

to a gain of n! after n iterations, as for the exponential series.

Lemma 4.27 (Lemma 2.4 in [24]). Suppose g(x) ∈ L∞([a,∞)) and

µ :=

∫ ∞

a

sup
a<x<s

|K(x, s)| ds < ∞

There exists a unique solution to (4.114) of the form

f (x) = g(x) +

∞∑

n=1

∫ ∞

a

. . .

∫ ∞

a

n∏

i=1

χ[xi−1<xi]K(xi−1, xi) g(xn) dxn . . . dx1. (4.116)

with x0 := x. It satisfies the bound

‖ f ‖L∞(a,∞) ≤ eµ‖g‖L∞(a,∞).

An analogous statement holds for (4.115).

We refer the reader to [24] (or elsewhere) for the elementary proof.

Lemma 4.28. Let w0(ζ; ~) := Ai(~−
2
3 ζ) for ζ ≥ 0 and w1(ζ; ~) := Ai(~−

2
3 ζ) + iBi(~−

2
3 ζ) for ζ ≤ 0. Then the

Volterra integral equation

a0(ζ;α, ~) :=

∫ ∞

ζ

K0(ζ, s;α, ~)(1 + ~a0(s;α, ~)) ds

K0(ζ, s;α, ~) = ~−1Ṽ(−s;α, ~)w2
0(s; ~)

∫ s

ζ

w−2
0 (t; ~) dt

(4.117)

has a unique bounded solution a0(ζ;α, ~) for all ~ ∈ (0, 1
3
] and α > 0, ζ ≥ 0. One has limζ→∞ a0(ζ;α, ~) = 0

and w(ζ;α, ~) := w0(ζ; ~)(1+~a0(ζ;α, ~)) is the unique solution of (4.76) on [0,∞) with w(ζ;α, ~) ∼ w0(ζ; ~)

as ζ → ∞. Analogously, the Volterra integral equation

a1(ζ;α, ~) :=

∫ ζ

−∞
K1(ζ, s;α, ~)(1 + ~a1(s;α, ~)) ds

K1(ζ, s;α, ~) = ~−1Ṽ(−s;α, ~)w2
1(s; ~)

∫ ζ

s

w−2
1 (t; ~) dt

(4.118)
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has a unique bounded solution a1(ζ;α, ~) for all ~ ∈ (0, 1
3
] and α > 0, ζ ≤ 0. One has limζ→−∞ a1(ζ;α, ~) =

0 and w(ζ;α, ~) := w1(ζ; ~)(1 + ~a1(ζ;α, ~)) is the unique solution of (4.76) on (−∞, 0] with w(ζ;α, ~) ∼
w1(ζ; ~) as ζ → −∞.

Proof. For simplicity, we suppress the parameters α, ~ in the notation since they are fixed for the purposes

of this lemma. Suppose w(ζ) := w0(ζ)(1 + ~a0(ζ)) solves (4.76). Then

ẅ = ẅ0(1 + ~a0) + 2~ẇ0ȧ0 + ~w0ä0

~
2ẅ = ζw(ζ) + ~3(2ẇ0ȧ0 + w0ä0)

= ζw(ζ) + ~2Ṽ(−ζ)w0(ζ)(1 + ~a0(ζ))

(4.119)

whence

(w2
0(ζ)ȧ0(ζ))˙ = ~−1Ṽ(−ζ)w2

0(ζ)(1 + ~a0(ζ)) (4.120)

If a bounded solution to (4.120) exists, then it is given by

w2
0(ζ)ȧ0(ζ) = −~−1

∫ ∞

ζ

Ṽ(−s)w2
0(s)(1 + ~a0(s)) ds

a0(ζ) = ~−1

∫ ∞

ζ

w−2
0 (t)

∫ ∞

t

Ṽ(−s)w2
0(s)(1 + ~a0(s)) ds dt

= ~−1

∫ ∞

ζ

∫ s

ζ

w−2
0 (t) dt Ṽ(−s)w2

0(s)(1 + ~a0(s)) ds

(4.121)

Recall the well-known asymptotic behavior

Ai(x) = (4π)−
1
2 x−

1
4 e−

2
3

x
3
2
(1 + α(x)), |α(k)(x)| ≤ Ck x−

3
2
−k, x ≥ 1 (4.122)

Therefore, for large s ≥ ζ ≥ ~ 2
3 ,
∫ s

ζ

w2
0(s)w−2

0 (t) dt ≤ C

∫ s

ζ

e−
4
3~

(s
3
2 −t

3
2 ) (t/s)

1
2 dt

≤ Cs−
1
2

∫ s

ζ

e−
4
3~

(s
3
2 −t

3
2 )dt

3
2

≤ C~s−
1
2 .

(4.123)

By Proposition 4.26 we have Ṽ(−s) = O(s−2) as s→ ∞ and thus

max
ζ≤s

∣∣∣∣
∫ s

ζ

w−2
0 (t) dt Ṽ(−s)w2

0(s)
∣∣∣∣ = O(~s−

5
2 ) s→∞

By a standard Volterra iteration, (4.121) has a unique bounded solution, and in fact a0(ζ) = O(ζ−
3
2 ) as

ζ → ∞. The argument can be reversed, and defining w(ζ) := w0(ζ)(1 + ~a0(ζ)) gives a solution of (4.76)

with w(ζ) ∼ w0(ζ) as ζ → ∞. Conversely, any solution of this type satisfies w(ζ) = w0(ζ)(1 + b(ζ)) with

b = o(1) as ζ → ∞. Repeating the previous calculations they yields b = ~a0, as claimed.
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For negative ζ we proceed in an analogous fashion, arriving at the same equation (4.119) with a1,w1 in

place of a0,w0. Integrating it from −∞ to ζ ≤ 0 yields (4.118). The well-known asymptotic behavior of w1

is given by, see for example Corollary C.4 in [4],

Ai(−x) + iBi(−x) = cx−
1
4 e−

2i
3

x
3
2
[1 + b(x)], x ≥ 1

|b(k)(x)| ≤ C〈x〉− 3
2
−k ∀ k ≥ 0

(4.124)

whence for all s ≤ ζ ≤ −~ 2
3

∣∣∣∣w2
1(s;α, ~)

∫ ζ

s

w−2
1 (t;α, ~) dt

∣∣∣∣ ≤ ~|s|−
1
2

∣∣∣∣
∫ −~−

2
3 s

−~−
2
3 ζ

t
1
2 e

4i
3

t
3
2
[1 + b(t)]−2 dt

∣∣∣∣

≤ ~|s|− 1
2

∣∣∣∣
∫ −~−

2
3 s

−~−
2
3 ζ

[1 + b(t)]−2 d(e
4i
3 t

3
2
)
∣∣∣∣ ≤ ~|s|−

1
2

where the final inequality follows by integration by parts. This is the same bound as (4.123). Hence, the

argument proceeds as before. �

The previous lemma introduces the two fundamental systems of the perturbed Airy equation (4.76). We

have for ζ ≤ 0 the oscillatory solutions

{
w1(ζ; ~)(1 + ~a1(ζ;α, ~)), w1(ζ; ~)(1 + ~a1(ζ;α, ~))

}
(4.125)

as well as on ζ ≥ 0 the real-valued solutions
{
f1(ζ;α, ~) := w0(ζ; ~)(1 + ~a0(ζ;α, ~)), f2(ζ;α, ~)

}
(4.126)

where f2 is the growing solution obtained from the decaying one f1 by the usual reduction ansatz: f2 = g f1
where f1g̈ + 2ġ ḟ1 = 0. Thus,

g(ζ;α, ~) =

∫ ζ

ζ0

f1(t;α, ~)−2 dt, f2(ζ;α, ~) = f1(ζ;α, ~)

∫ ζ

ζ0

f1(t;α, ~)−2 dt

Here ζ0 ≥ 0 is chosen such that f1(ζ;α, ~) > 0 for all ζ ≥ ζ0. The remainder of this section analyses

the fundamental systems (4.126), (4.125) in more detail. For example, we need to show that a0, a1 remain

uniformly bounded in all variables, obtain their decay in ζ, and we also need to bound the derivatives of

these functions. The general treatment of Volterra equations with Airy kernels in the appendices in [4] does

not cover our problem due to the more delicate behavior of Ṽ(−ζ;α, ~) in the regime 0 < α < 1 and ζ ≥ 0.

We remark that the equations (4.118) hold not just on ζ ≤ 0 but also on, say, ζ ≤ ζ∗. In the following lemma

we treat the case ζ ≤ 0 using the methods from the appendices in [4].

Lemma 4.29. The functions a1(ζ;α, ~) from Lemma 4.28 satisfy the bounds

|∂ℓαa1(ζ;α, ~)| ≤ Cℓ〈α〉−ℓ〈ζ〉−
3
2 , ζ ≤ 0,

|∂k
ζ∂

ℓ
αa1(ζ;α, ~)| ≤ Ck,ℓ 〈α〉−ℓ



|ζ |− 3
2−k −∞ < ζ ≤ −1

|ζ | 12−k −1 < ζ ≤ −~ 2
3

~
1−2k

3 −~ 2
3 ≤ ζ ≤ 0,

(4.127)
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for all ℓ ≥ 0, k ≥ 1, α > 0, and ~ ∈ (0, 1
3
].

Proof. In view of (4.118) and (4.124), we have for all s ≤ ζ ≤ −~ 2
3 ,

|K1(ζ, s;α, ~)| ≤ C~−1〈s〉−2〈~− 2
3 s〉− 1

2 (1 + |b(−~− 2
3 s)|)2

∣∣∣∣
∫ ζ

s

〈~− 2
3 t〉 1

2 e
4i
3~

(−t)
3
2
(1 + b(−~− 2

3 t))−2 dt
∣∣∣∣

= C~−
1
3 〈s〉−2〈~− 2

3 s〉− 1
2 (1 + |b(−~− 2

3 s)|)2
∣∣∣∣
∫
~
− 2

3 ζ

~
− 2

3 s

〈t〉 1
2 e

4i
3

(−t)
3
2
(1 + b(−t))−2 dt

∣∣∣∣

Next,
∫ t1

t0

〈t〉 1
2 e

4i
3

t
3
2
(1 + b(t))−2 dt =

1

2i

∫ t1

t0

t−
1
2 〈t〉 1

2 (1 + b(t))−2 d
(
e

4i
3

t
3
2
)

= t−
1
2 〈t〉 1

2 (1 + b(t))−2e
4i
3

t
3
2
∣∣∣∣
t1

t0
− 1

2i

∫ t1

t0

e
4i
3

t
3
2

d
(
t−

1
2 〈t〉 1

2 (1 + b(t))−2) = O(1)

uniformly in 1 ≤ t0 ≤ t1. Here we used that d
dt

(
t−

1
2 〈t〉 1

2 (1 + b(t))−2) = O(t−1) as t → ∞. It follows from the

preceding that

|K1(ζ, s;α, ~)| ≤ C~−
1
3 〈s〉−2〈~− 2

3 s〉− 1
2 ≤ C〈s〉−2|s|− 1

2

for all s ≤ ζ ≤ −~ 2
3 . If −~ 2

3 ≤ s ≤ ζ ≤ 0, then

|K1(ζ, s;α, ~)| ≤ C~−1

∫ ζ

s

dt ≤ C~−
1
3 (4.128)

If s ≤ −~ 2
3 ≤ ζ ≤ 0, we split the integral

∫ ζ

s
in the form

∫ ζ

s

=

∫ −~
2
3

s

+

∫ ζ

−~
2
3

.

The contribution from the first integral is treated in the same way as the case s ≤ ζ ≤ −~ 2
3 , and the

contribution from the second integral is bounded by (4.128). By a standard Volterra iteration applied to the

equation (4.118) we obtain from this bound

|a1(ζ;α, ~)| ≤ C〈ζ〉− 3
2 ∀ ζ ≤ 0,

uniformly in α > 0, and ~ ∈ (0, 1
3
]. The loss of ~−

1
3 in (4.128) is absorbed by an integration interval of

length ~
2
3 . Combining with the contribution from the range −∞ < s ≤ −~ 2

3 , we obtain the above estimate.

Taking derivatives in α yields

∂ℓαa1(ζ;α, ~) :=

ℓ∑

j=0

(
ℓ

j

) ∫ ζ

−∞
∂

j
αK1(ζ, s;α, ~)∂

ℓ− j
α (1 + ~a1(s;α, ~)) ds (4.129)

We have

∂
j
αK1(ζ, s;α, ~) = ~−1∂

j
αṼ(−s;α, ~)w2

1(s; ~)

∫ ζ

s

w−2
1 (t; ~) dt
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and by Proposition 4.26,
∣∣∣∣∂ j
αK1(ζ, s;α, ~)

∣∣∣∣ ≤ C j 〈s〉−2|s|− 1
2 〈α〉− j

for all j ≥ 0 and all s ≤ ζ ≤ 0. These give (4.127) for k = 0 by induction in ℓ. Indeed, (4.129) is a Volterra

equation for ∂ℓαa1(ζ;α, ~) and the lower order derivatives ∂
j
αa1(ζ;α, ~) with 0 ≤ j < ℓ are estimated by

means of the induction assumption. See [4, Proposition B.1] for more details.

The derivatives in ζ are more delicate and we use the method from [4, Proposition C.5]. Denote S (x) :=

Ai(x) + iBi(x) and ã1(ζ) = ã1(ζ;α, ~) := a1(~
2
3 ζ). Then

ã1(ζ) := ~
2
3

∫ ζ

−∞
K1(~

2
3 ζ, ~

2
3 s;α, ~)(1 + ~ã1(s)) ds

= ~
1
3

∫ ζ

−∞
Ṽ(−~ 2

3 s;α, ~)w2
1(~

2
3 s; ~)

∫ ζ

s

w−2
1 (~

2
3 t; ~) dt (1 + ~ã1(s)) ds

= ~
1
3

∫ ζ

−∞
Ṽ(−~ 2

3 s;α, ~)S (s)2

∫ ζ

s

S (t)−2 dt (1 + ~ã1(s)) ds

If ζ ≤ −1, then by (4.124) we have

ã1 (ζ) = c~
1
3

∫ ∞

−ζ
Ṽ(~

2
3 s;α, ~)s−

1
2 e−

4i
3

s
3
2 (

1 + b(s)
)2

∫ s

−ζ
t

1
2 e

4i
3

t
3
2 (

1 + b(t)
)−2

dt (1 + ~ã1(−s)) ds

Changing variables s
3
2 = σ, t

3
2 = τ and setting a2(u) = ã1(−u

2
3 ) = a1(−(~u)

2
3 ), β(σ) := b(σ

2
3 ), and

suppressing α, ~ as arguments from the notation, we obtain for all u ≥ 1

a2(u) = c~
1
3

∫ ∞

u

Ṽ((~σ)
2
3 )
(
1 + β(σ)

)2

∫ σ

u

e
4i
3

(τ−σ)(1 + β(τ)
)−2

dτ (1 + ~a2(σ))σ−
2
3 dσ

= c~
1
3

∫ ∞

0

Ṽ((~(u + v))
2
3 )
(
1 + β(u + v)

)2

∫ v

0

e
4i
3

(w−v)(1 + β(w + u)
)−2

dw (1 + ~a2(u + v)) (u + v)−
2
3 dv

Note that the exterior variable u does not appear in the phase of the complex exponential, as in [4, Proposi-

tion B.1]. This is important as we differentiate in u. In fact,

a′2(u) = c1 |̃~|
∫ ∞

0

Ṽ ′((~(u + v))
2
3 )
(
1 + β(u + v)

)2

∫ v

0

e
4i
3

(w−v)(1 + β(w + u)
)−2

dw (1 + ~a2(u + v)) (u + v)−1 dv

+ c2~
1
3

∫ ∞

0

Ṽ((~(u + v))
2
3 )
(
1 + β(u + v)

)
β′(u + v)

∫ v

0

e
4i
3

(w−v)(1 + β(w + u)
)−2

dw (1 + ~a2(u + v)) (u + v)−
2
3 dv

+ c3~
1
3

∫ ∞

0

Ṽ((~(u + v))
2
3 )
(
1 + β(u + v)

)2

∫ v

0

e
4i
3

(w−v)(1 + β(w + u)
)−3
β′(u + w) dw (1 + ~a2(u + v)) (u + v)−

2
3 dv

+ c4~
1
3

∫ ∞

0

Ṽ((~(u + v))
2
3 )
(
1 + β(u + v)

)2

∫ v

0

e
4i
3

(w−v)(1 + β(w + u)
)−2

dw (1 + ~a2(u + v)) (u + v)−
5
3 dv

+ c5~
4
3

∫ ∞

0

Ṽ((~(u + v))
2
3 )
(
1 + β(u + v)

)2

∫ v

0

e
4i
3

(w−v)(1 + β(w + u)
)−2

dw a′2(u + v) (u + v)−
2
3 dv
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By (4.124) we have |β(k)(σ)| ≤ Ck σ
−1−k for all k ≥ 0 and σ ≥ 1. Integrating by parts yields

sup
v≥0

∣∣∣∣
∫ v

0

e
4i
3

(w−v)(1 + β(w + u)
)−2

dw
∣∣∣∣ . 1

sup
v≥0

∣∣∣∣
∫ v

0

e
4i
3

(w−v)(1 + β(w + u)
)−3
β′(u + w) dw

∣∣∣∣ . u−2

for all u ≥ 1. It follows from these bounds, Proposition 4.26, and the previous uniform bound on a1, and

thus on a2, that for all u ≥ 1,

|a′2(u)| . ~
∫ ∞

0

〈(~(u + v))
2
3 〉−3 (u + v)−1 dv + ~

1
3

∫ ∞

0

〈(~(u + v))
2
3 〉−2 u−2 (u + v)−

2
3 dv

+ ~
1
3

∫ ∞

0

〈(~(u + v))
2
3 〉−2(u + v)−

5
3 dv + ~

4
3

∫ ∞

0

〈(~(u + v))
2
3 〉−2 (u + v)−

2
3 |a′2(u + v)| dv

.

∫ ∞

u

[
~〈(~w)

2
3 〉−3 w−1 + ~

1
3 〈(~w)

2
3 〉−2 (u−2 w−

2
3 + w−

5
3 )
]

dw + ~
4
3

∫ ∞

u

〈(~w)
2
3 〉−2 w−

2
3 |a′2(w)| dw

If u & ~−1, we therefore have

|a′2(u)| . ~−1

∫ ∞

u

(
w−3 + u−2 w−2) dw +

∫ ∞

u

w−2 |a′2(w)| dw

. ~
−1u−2 +

∫ ∞

u

w−2 |a′2(w)| dw

which yields upon iteration that |a′
2
(u)| . ~−1u−2 for all u ≥ ~−1. On the other hand, if 1 ≤ u≪ ~−1, then

|a′2(u)| .
∫
~
−1

u

[
~w−1 + ~

1
3 (u−2w−

2
3 + w−

5
3 )
]

dw + ~ + ~
4
3

∫
~
−1

u

w−
2
3 |a′2(w)| dw +

∫ ∞

~−1

w−2|a′2(w)| dw

. −~ log(~u) + ~
1
3 u−

2
3 + ~

4
3

∫
~
−1

u

w−
2
3 |a′2(w)| dw

. ~
1
3 u−

2
3 + ~

4
3

∫
~
−1

u

w−
2
3 |a′2(w)| dw

By Volterra iteration, |a′
2
(u)| . ~ 1

3 u−
2
3 for all 1 ≤ u ≪ ~−1. We have

a′2(u) =
2

3
a′1(−(~u)

2
3 )(−~ 2

3 )u−
1
3 (4.130)

Thus, redefining ζ := −~ 2
3 u

2
3 , we obtain

|ȧ1(ζ)| .

|ζ |− 1

2 ∀ − 1 ≤ ζ ≤ −~ 2
3

|ζ |− 5
2 ∀ ζ ≤ −1

as claimed in (4.127) for ℓ = 0. Next, we need to discuss the case −~ 2
3 ≤ ζ ≤ 0. For this we go back to the

ODE for ȧ1, i.e., the analogue of (4.120) for a1,w1. Integrating once we arrive at (again, not writing α, ~ as
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arguments)

ȧ1(ζ) = w−2
1 (ζ)w2

1(−~ 2
3 )ȧ1(−~ 2

3 ) + ~−1w−2
1 (ζ)

∫ ζ

−~
2
3

Ṽ(−s)w2
1(s)(1 + ~a1(s)) ds

= w−2
1 (ζ)w2

1(−~ 2
3 )ȧ1(−~ 2

3 ) + ~−
1
3 w−2

1 (ζ)

∫ 1

−~−
2
3 ζ

Ṽ(~
2
3 s)S 2(−s)(1 + ~a1(−~ 2

3 s)) ds

= O(~−
1
3 )

(4.131)

by the already established bound for ȧ1(−~ 2
3 ). This concludes the proof of (4.127) for ℓ = 0. The previous

method extends to all ℓ ≥ 1, simply by combining the argument for the derivatives relative to α, see (4.129),

with the previous derivation. Next we turn to the estimates for higher order derivatives in ζ. The method is

very similar to that for estimating a′
2
(u). Using Leibniz’s rule, we have

a
(k)

2
(u) =

∑

p+q+r+s+m=k

Cp,q,r,s,m ~
1
3

∫ ∞

0

dp

dup

(
Ṽ((~(u + v))

2
3 )

)
dq

duq

((
1 + β(u + v)

)2
)

·
∫ v

0

e
4i
3

(w−v) dr

dur

((
1 + β(w + u)

)−2
)

dw
ds

dus
((1 + ~a2(u + v)))

dm

dum

(
(u + v)−

2
3

)
dv.

For each factor of the above formula, we have the following pointwise estimate:
∣∣∣∣∣

dm

dum

(
(u + v)−

2
3

)∣∣∣∣∣ . (u + v)−
2
3
−m, m ≥ 0,

ds

dus
(1 + ~a2(u + v)) = ~a

(s)

2
(u + v), s ≥ 1,

∣∣∣∣∣
dq

duq

((
1 + β(u + v)

)2
)∣∣∣∣∣ . (u + v)−1−q, q ≥ 1,

∣∣∣∣∣
dp

dup

(
Ṽ((~(u + v))

2
3 )

)∣∣∣∣∣ .
〈
~

4
3 (u + v)

4
3

〉−1

(u + v)−p,

∣∣∣∣∣
∫ v

0

e
4i
3 (w−v) dr

dur

((
1 + β(w + u)

)−2
)

dw

∣∣∣∣∣ . u−r−1, r ≥ 1.

Therefore we obtain the following estimate:

|a(k)

2
(u)| .G(k)(u) + ~

4
3

∫ ∞

0

〈
~

2
3 (u + v)

2
3

〉−2

(u + v)−
2
3

∣∣∣a(k)

2
(u + v)

∣∣∣ dv

=G(k)(u) + ~
4
3

∫ ∞

u

〈~w〉− 4
3 w−

2
3

∣∣∣a(k)

2
(w)

∣∣∣ dw.

Here G(k)(u) is given by

G(k)(u) =G
(k)

1
(u) +G

(k)

2
(u)

=:
∑

p+q+r+m=k

Cp,q,r,m ~
1
3

∫ ∞

0

dp

dup

(
Ṽ((~(u + v))

2
3 )

)
dq

duq

((
1 + β(u + v)

)2
)

·
∫ v

0

e
4i
3

(w−v) dr

dur

((
1 + β(w + u)

)−2
)

dw (1 + ~a2(u + v))
dm

dum

(
(u + v)−

2
3

)
dv
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+
∑

p+q+r+s+m=k,1≤s<k

Cp,q,r,s,m~
1
3

∫ ∞

0

dp

dup

(
Ṽ((~(u + v))

2
3 )

)
dq

duq

((
1 + β(u + v)

)2
)

·
∫ v

0

e
4i
3

(w−v) dr

dur

((
1 + β(w + u)

)−2
)

dw
ds

dus
(1 + ~a2(u + v))

dm

dum

(
(u + v)−

2
3

)
dv.

If u & ~−1, G
(k)

1
(u) is bounded by

|G(k)

1
(u)| .~ 1

3

∫ ∞

u

〈
~

2
3 w

2
3

〉−2

w−
2
3
−kdw +

∑

1≤r≤k

~
1
3 u−r−1

∫ ∞

u

〈
~

2
3 w

2
3

〉−2

w−
2
3
−k+rdw

.~
−1

∫ ∞

u

w−2−kdw +
∑

1≤r≤k

~
−1u−r−1

∫ ∞

u

w−2−k+rdw

.~
−1u−1−k.

This computation shows that, for u & ~−1, we expect to obtain an estimate for a
(k)

2
(u) as

∣∣∣∣a(k)

2
(u)

∣∣∣∣ . ~u−k−1.

Therefore, by induction, we can assume that G
(k)

2
(u), when u & ~−1, enjoys the same estimate as for G

(k)

1
(u).

So we finally obtain

∣∣∣∣a(k)

2
(u)

∣∣∣∣ . ~u−k−1, u & ~−1. (4.132)

When 1 ≤ u ≪ ~−1, we have

|G(k)

1
(u)| .~ 1

3

∫
~
−1

u

w−
2
3
−kdw +

∑

1≤r≤k

Cr~
1
3 u−r−1

∫
~
−1

u

w−
2
3
−k+rdw + ~k

.~
1
3 u

1
3
−k + ~k

. ~
1
3 u

1
3
−k.

Again, this computation shows that, for 1 ≤ u ≪ ~−1, we expect to obtain an estimate for a
(k)

2
(u) as∣∣∣∣a(k)

2
(u)

∣∣∣∣ . ~
1
3 u

1
3
−k. In fact, one verifies this as before by means of an induction argument. Based on the

above discussion, we claim

|∂k
ζa1(ζ)| .


|ζ |− 1

2
−k+1 ∀ − 1 ≤ ζ ≤ −~ 2

3

|ζ |− 5
2
−k+1 ∀ ζ ≤ −1

This can be proved using an induction argument. The case for k = 0 is already proved. We assume that the

estimate holds for k′ < k, and prove the estimates for k′ = k. In view of the relation (4.130), we have

a
(k)

2
(u) =cka

(k)

1

(
−(~u)

2
3

) (
−~ 2k

3

)
u−

k
3 +

∑

1≤k′<k

ck′a
(k′)
1

(
−(~u)

2
3

) (
−~ 2k′

3

)
u−

k′
3 · u−k+k′

(4.133)

Substituting the estimates for a
(k′)
1

(
−(~u)

2
3

)
into the second term on the right hand side above, we obtain

the desired result. Finally we consider the regime −~ 2
3 ≤ ζ ≤ 0. To this end, we simply differentiate the
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equation (4.131) with respect to ζ:

ä1(ζ) =
(
w−2

1 (ζ)
)·

w2
1(−~ 2

3 )ȧ1(−~ 2
3 ) + ~−1Ṽ(−ζ)(1 + ~a1(ζ))

+ ~−1
(
w−2

1 (ζ)
)· ∫ ζ

−~
2
3

Ṽ(−s)w2
1(s)(1 + ~a1(s))ds

=O(~−1).

(4.134)

The point here is that differentiating w−2
1

(ζ) once gives a factor of ~−
2
3 , while integration over [−~ 2

3 , ζ] gains

at least another factor ~
2
3 . Therefore using an induction argument, we have

a
(k)

1
(ζ) = O(~

1−2k
3 ). (4.135)

This completes the proof of the lemma. �

The argument for ζ ≥ 0 and α ≥ 1 is very similar.

Lemma 4.30. The functions a0(ζ;α, ~) from Lemma 4.28 satisfy the bounds

|∂ℓαa0(ζ;α, ~)| ≤ Cℓ α
−ℓ〈ζ〉− 3

2 , ζ ≥ 0,

|∂k
ζ∂

ℓ
αa0(ζ;α, ~)| ≤ Ck,ℓ α

−ℓ



ζ−
3
2
−k 1 < ζ < ∞

ζ
1
2
−k
~

2
3 < ζ ≤ 1

~
1−2k

3 0 ≤ ζ ≤ ~ 2
3

(4.136)

for all ℓ ≥ 0, k ≥ 1, α & 1, and ~ ∈ (0, 1
3
].

Proof. In view of (4.117) and (4.122), we have for all s ≥ ζ ≥ ~ 2
3 ,

|K0(ζ, s;α, ~)| ≤ C~−1〈s〉−2〈~− 2
3 s〉− 1

2 (1 + a(~−
2
3 s))2e−

4
3~

s
3
2

∣∣∣∣
∫ s

ζ

〈~− 2
3 t〉 1

2 e
4
3~

t
3
2
(1 + a(~−

2
3 t))−2 dt

∣∣∣∣

= C~−
1
3 〈s〉−2〈~− 2

3 s〉− 1
2 (1 + a(~−

2
3 s))2e−

4
3~

s
3
2

∫
~
− 2

3 s

~
− 2

3 ζ

〈t〉 1
2 e

4
3

t
3
2
(1 + a(t))−2 dt

Next,

e−
4
3 t

3
2
1

∫ t1

t0

〈t〉 1
2 e

4
3 t

3
2
(1 + a(t))−2 dt =

e−
4
3

t
3
2
1

2

∫ t1

t0

t−
1
2 〈t〉 1

2 (1 + a(t))−2 d
(
e

4
3 t

3
2
)

=
e−

4
3

t
3
2
1

2
t−

1
2 〈t〉 1

2 (1 + a(t))−2e
4
3

t
3
2

∣∣∣∣
t1

t0
− e−

4
3

t
3
2
1

2

∫ t1

t0

e
4
3

t
3
2

d
(
t−

1
2 〈t〉 1

2 (1 + a(t))−2) = O(1)

uniformly in 1 ≤ t0 ≤ t1. Here we used that d
dt

(
t−

1
2 〈t〉 1

2 (1 + a(t))−2) = O(t−1) as t → ∞. It follows from the

preceding that

|K0(ζ, s;α, ~)| ≤ C~−
1
3 〈s〉−2〈~− 2

3 s〉− 1
2 ≤ C〈s〉−2|s|− 1

2 (4.137)
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for all s ≥ ζ ≥ ~ 2
3 . If ~

2
3 ≥ s ≥ ζ ≥ 0, then

|K0(ζ, s;α, ~)| ≤ C~−1

∫ s

ζ

dt ≤ C~−
1
3 (4.138)

If s ≥ ~ 2
3 ≥ ζ ≥ 0, we split the integral

∫ s

ζ
in the form

∫ s

ζ

=

∫ s

~
2
3

+

∫
~

2
3

ζ

.

The contribution from the first integral is treated in the same way as the case s ≥ ζ ≥ ~ 2
3 , and the contribution

from the second integral is bounded by (4.138). As in the oscillatory case, a standard Volterra iteration

applied to the equation (4.117) implies

|a0(ζ;α, ~)| ≤ C〈ζ〉− 3
2 ∀ ζ ≥ 0,

uniformly in α & 1, and ~ ∈ (0, 1
3
]. Derivatives in α are handled as in the previous lemma.

For the derivatives in ζ, denote ã0(ζ) = ã0(ζ;α, ~) := a0(~
2
3 ζ). Then

ã0(ζ) := ~
2
3

∫ ∞

ζ

K0(~
2
3 ζ, ~

2
3 s;α, ~)(1 + ~ã0(s)) ds

= ~
1
3

∫ ∞

ζ

Ṽ(−~ 2
3 s;α, ~)w2

0(~
2
3 s; ~)

∫ s

ζ

w−2
0 (~

2
3 t; ~) dt (1 + ~ã0(s)) ds

= ~
1
3

∫ ∞

ζ

Ṽ(−~ 2
3 s;α, ~)Ai(s)2

∫ s

ζ

Ai(t)−2 dt (1 + ~ã0(s)) ds

If ζ ≥ 1, then by (4.122) we have

ã0 (ζ) = c~
1
3

∫ ∞

ζ

Ṽ(−~ 2
3 s;α, ~)s−

1
2 e−

4
3

s
3
2 (

1 + a(s)
)2

∫ s

ζ

t
1
2 e

4
3

t
3
2 (

1 + a(t)
)−2

dt (1 + ~ã0(s)) ds

Changing variables s
3
2 = σ, t

3
2 = τ and setting a3(u) = ã0(u

2
3 ) = a0((~u)

2
3 ), γ(σ) := a(σ

2
3 ), and suppressing

α, ~ as arguments from the notation, we obtain for all u ≥ 1

a3(u) = c~
1
3

∫ ∞

u

Ṽ(−(~σ)
2
3 )
(
1 + γ(σ)

)2

∫ σ

u

e
4
3

(τ−σ)(1 + γ(τ)
)−2

dτ (1 + ~a3(σ))σ−
2
3 dσ

= c~
1
3

∫ ∞

0

Ṽ(−(~(u + v))
2
3 )
(
1 + γ(u + v)

)2

∫ v

0

e
4
3

(w−v)(1 + γ(w + u)
)−2

dw (1 + ~a3(u + v)) (u + v)−
2
3 dv

Note that the exterior variable u does not appear in the phase of the complex exponential, as [4, Proposi-

tion B.1]. This is important as we differentiate in u. In fact, a′
3
(u) fulfills the following Volterra equation

a′3(u) = F(u) + c5 |̃~|
4
3

∫ ∞

0

Ṽ(−(~(u + v))
2
3 )
(
1 + γ(u + v)

)2

∫ v

0

e
4
3

(w−v)(1 + γ(w + u)
)−2

dw a′3(u + v) (u + v)−
2
3 dv
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where

F(u) = c1~

∫ ∞

0

Ṽ ′(−(~(u + v))
2
3 )
(
1 + γ(u + v)

)2

∫ v

0

e
4
3

(w−v)(1 + γ(w + u)
)−2

dw (1 + ~a3(u + v)) (u + v)−1 dv

+ c2~
1
3

∫ ∞

0

Ṽ(−(~(u + v))
2
3 )
(
1 + γ(u + v)

)
γ′(u + v)

∫ v

0

e
4
3

(w−v)(1 + γ(w + u)
)−2

dw (1 + ~a3(u + v)) (u + v)−
2
3 dv

+ c3~
1
3

∫ ∞

0

Ṽ(−(~(u + v))
2
3 )
(
1 + γ(u + v)

)2

∫ v

0

e
4
3

(w−v)(1 + γ(w + u)
)−3
γ′(u + w) dw (1 + ~a3(u + v)) (u + v)−

2
3 dv

+ c4~
1
3

∫ ∞

0

Ṽ(−(~(u + v))
2
3 )
(
1 + γ(u + v)

)2

∫ v

0

e
4
3

(w−v)(1 + γ(w + u)
)−2

dw (1 + ~a3(u + v)) (u + v)−
5
3 dv

By (4.122) we have |γ(k)(σ)| ≤ Ck σ
−1−k for all k ≥ 0 and σ ≥ 1. Integrating by parts yields

sup
v≥0

∣∣∣∣
∫ v

0

e
4
3

(w−v)(1 + γ(w + u)
)−2

dw
∣∣∣∣ . 1

sup
v≥0

∣∣∣∣
∫ v

0

e
4
3 (w−v)(1 + γ(w + u)

)−3
γ′(u + w) dw

∣∣∣∣ . u−2

(4.139)

for all u ≥ 1.

For higher order derivatives in ζ, we again use Leibniz’s rule to obtain

a
(k)

3
(u) =

∑

p+q+r+s+m=k

Cp,q,r,s,m ~
1
3

∫ ∞

0

dp

dup

(
Ṽ(−(~(u + v))

2
3 )

)
dq

duq

((
1 + γ(u + v)

)2
)

·
∫ v

0

e
4
3

(w−v) dr

dur

((
1 + γ(w + u)

)−2
)

dw
ds

dus
(1 + ~a3(u + v))

dm

dum

(
(u + v)−

2
3

)
dv,

and we have the estimates∣∣∣∣∣
dm

dum

(
(u + v)−

2
3

)∣∣∣∣∣ . (u + v)−
2
3
−m, m ≥ 0

ds

dus
(1 + ~a3(u + v)) = ~a

(s)

3
(u + v), s ≥ 1,

∣∣∣∣∣
dq

duq

((
1 + γ(u + v)

)2
)∣∣∣∣∣ . (u + v)−1−q, q ≥ 1,

∣∣∣∣∣
∫ v

0

e
4
3

(w−v) dr

dur

((
1 + γ(w + u)

)−2
)

dw

∣∣∣∣∣ . u−r−1, r ≥ 1.

(4.140)

as well as ∣∣∣∣∣
dp

dup

(
Ṽ(−(~(u + v))

2
3 )

)∣∣∣∣∣ .
〈
~

2
3 (u + v)

2
3

〉−2

(u + v)−p, p ≥ 0.

The proof now concludes as in the previous lemma. �

Finally, we consider the scenario which truly differs from the one in [4].

Lemma 4.31. The functions a0(ζ;α, ~) from Lemma 4.28 satisfy the bounds

|∂ℓαa0(ζ;α, ~)| ≤ Cℓ α
−ℓ[〈ζ〉− 3

2 +min(1, x(−ζ;α, ~)2/α2)
]
, ζ ≥ 0, (4.141)
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for all ℓ ≥ 0, 0 < α ≪ 1, and ~ ∈ (0, 1
3
]. Here x(τ;α, ~) is the diffeomorphism from Proposition 4.26.

Furthermore, in the same parameter regime,

|∂ℓα∂k
ζ a0(ζ;α, ~)| ≤ Ck,ℓ α

−ℓζ
k
2
[〈ζ〉− 3

2 +min(1, x(−ζ;α, ~)2/α2)
]
, ζ ≥ 1, (4.142)

and

|∂ℓα∂k
ζ a0(ζ;α, ~)| ≤ Ck,ℓ α

−ℓ

ζ

1
2
−k

~
2
3 < ζ ≤ 1

~
1−2k

3 0 ≤ ζ ≤ ~ 2
3

(4.143)

Proof. By Proposition 4.26, for all −τ & 1

Ṽ(τ;α, ~) =
5

16τ2
− τϕ(x;α, ~) (4.144)

with (4.111) and (4.112) describing ϕ(x;α, ~) and the relation between x and τ. In particular, from (4.112),

(−τ(x))
1
2 τ′(x) = O(x−1) (4.145)

uniformly in the parameters. By the preceding lemma, cf. (4.137), (4.138),

k0(s;α, ~) := sup
0≤ζ≤s

|K0(ζ, s;α, ~)| ≤ C(〈s〉−2 + s|ϕ(x;α, ~)|) min(|s|− 1
2 , ~−

1
3 )

We adopt the convention that ϕ(x;α, ~) = 0 if 0 ≤ ζ . 1 and we used that Ṽ(τ;α, ~) is a smooth bounded

function of |τ| . 1 uniformly in the parameters, see (4.110). The s−2 here contributes the exact same amount

as Lemma 4.30, so we only need to consider sϕ. From

|ϕ(x;α, ~)| . min
(
~α2x−2 + x2, (~ + α2)x2/α2)

we conclude from (4.145) writing ds = s′(x) dx,

∫ ∞

ζ

|K0(ζ, s;α, ~)| ds ≤
∫ ∞

ζ

k0(s;α, ~) ds

.

∫ ∞

ζ

(〈s〉−2 + s|ϕ(x;α, ~)|) min(|s|− 1
2 , ~−

1
3 ) ds

. 〈ζ〉− 3
2 +

∫ x(−ζ)

0

s min
(
~α2x−2 + x2, (~ + α2)x2/α2) min(|s|− 1

2 , ~−
1
3 ) s−

1
2 x−1 dx

. 〈ζ〉− 3
2 +

∫ x(−ζ)

0

min
(
~α2x−3 + x, (~ + α2)x/α2) dx

. 〈ζ〉− 3
2 +min(1, x(−ζ)2/α2).

(4.146)

Recall that x(−ζ) . exp(−c ζ
3
2 ), thus 〈ζ〉− 3

2 decays more slowly than the final term as ζ → ∞. This estimate

controls the first term in the Volterra iteration computing the solution of (4.117). The full Volterra series
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now provides the bound

|a0(ζ;α, ~)| ≤
∞∑

n=1

~
n−1

n!

(∫ ∞

ζ

k0(s;α, ~) ds

)n

≤
∫ ∞

ζ

k0(s;α, ~) ds exp

(
~

∫ ∞

ζ

k0(s;α, ~) ds

)

. 〈ζ〉− 3
2 +min(1, x(−ζ)2/α2)

as claimed, see (4.141) with ℓ = 0. The derivatives in α are estimated in the same fashion, noting that each

derivative in α loses a factor of α by Proposition 4.26. For the ζ derivatives, we use the same changes of

variables as in the previous lemma. I.e., setting a3(u) = ã0(u
2
3 ) = a0((~u)

2
3 ) we obtain

a′3(u) = c1~

∫ ∞

0

Ṽ ′(−(~(u + v))
2
3 )
(
1 + γ(u + v)

)2

∫ v

0

e
4
3

(w−v)(1 + γ(w + u)
)−2

dw (1 + ~a3(u + v)) (u + v)−1 dv

+ c2~
1
3

∫ ∞

0

Ṽ(−(~(u + v))
2
3 )
(
1 + γ(u + v)

)
γ′(u + v)

∫ v

0

e
4
3

(w−v)(1 + γ(w + u)
)−2

dw (1 + ~a3(u + v)) (u + v)−
2
3 dv

+ c3~
1
3

∫ ∞

0

Ṽ(−(~(u + v))
2
3 )
(
1 + γ(u + v)

)2

∫ v

0

e
4
3

(w−v)(1 + γ(w + u)
)−3
γ′(u + w) dw (1 + ~a3(u + v)) (u + v)−

2
3 dv

+ c4~
1
3

∫ ∞

0

Ṽ(−(~(u + v))
2
3 )
(
1 + γ(u + v)

)2

∫ v

0

e
4
3 (w−v)(1 + γ(w + u)

)−2
dw (1 + ~a3(u + v)) (u + v)−

5
3 dv

+ c5~
4
3

∫ ∞

0

Ṽ(−(~(u + v))
2
3 )
(
1 + γ(u + v)

)2

∫ v

0

e
4
3

(w−v)(1 + γ(w + u)
)−2

dw a′3(u + v) (u + v)−
2
3 dv

As before, (4.122) implies that |γ(k)(σ)| ≤ Ck σ
−1−k for all k ≥ 0 and σ ≥ 1. Moreover, (4.139) holds for all

u ≥ 1. Hence, for all u ≥ 1,

|a′3(u)| . ~
∫ ∞

u

|Ṽ ′(−(~w)
2
3 )|w−1 dw + ~

1
3

∫ ∞

u

|Ṽ(−(~w)
2
3 )|(w−1 + ~|a′3(w)|)w− 2

3 dw

Changing variables u = ~−1t
3
2 , and w = ~−1s

3
2 , and |a′

3
(u)| =: f (t) yields

f (t) . ~

∫ ∞

t

|Ṽ ′(−s)|s−1 ds + ~

∫ ∞

t

|Ṽ(−s)|(s−
3
2 + f (s))s−

1
2 ds (4.147)

for all t ≥ ~ 2
3 . By Proposition 4.26,

|Ṽ ′(−ζ)| . 〈ζ〉−3 + 〈ζ〉 3
2 min

(
~α2x−2 + x2, (~ + α2)x2/α2)

for all ζ ≥ 0. If t ≥ 1, we rewrite (4.147) in the form using (4.145),

f (t) . ~

∫ ∞

t

(
ξ−4 + ξ

1
2 min

(
~α2x−2 + x2, (~ + α2)x2/α2)) dξ

+ ~

∫ ∞

t

(
ξ−

5
2 + ξ

1
2 min

(
~α2x−2 + x2, (~ + α2)x2/α2)) f (ξ) dξ

. f0(t) + ~

∫ ∞

t

L(ξ;α, ~) f (ξ) dξ

(4.148)
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where

f0(t) := ~(t−3 +min(1, x(t)2/α2)), L(ξ;α, ~) := ξ−
5
2 + ξ

1
2 min

(
~α2x−2 + x2, (~ + α2)x2/α2).

By Volterra iteration, (4.148) implies

f (t) . ~(t−
3
2 +min(1, x(t)2/α2)) t ≥ 1

If ~
2
3 ≤ t ≤ 1, then (4.147) becomes

f (t) . ~

∫ 1

t

ξ−2 dξ + ~

∫ 1

t

f (s)
ds

s
1
2

. ~t−1

The changes of variables above amount to

f (t) = |a′3(~−1t
3
2 )| = 2

3
~

2
3 (~−1t

3
2 )−

1
3 |a′0(t)| = 2

3
~t−

1
2 |a′0(t)|

whence

|a′0(t)| . t
1
2
[
t−

3
2 +min(1, x(t)2/α2)

] ∀ t ≥ 1

and

|a′0(t)| . t−
1
2 ∀ ~ 2

3 ≤ t ≤ 1

Finally, if 0 ≤ t ≤ ~ 2
3 , then |a′

0
(t)| . ~− 1

3 , as in Lemma 4.30.

Next we turn to the higher order ζ-derivatives. We again use the formula

a
(k)

3
(u) =

∑

p+q+r+s+m=k

Cp,q,r,s,m ~
1
3

∫ ∞

0

dp

dup

(
Ṽ(−(~(u + v))

2
3 )

)
dq

duq

((
1 + γ(u + v)

)2
)

·
∫ v

0

e
4
3

(w−v) dr

dur

((
1 + γ(w + u)

)−2
)

dw
ds

dus
(1 + ~a3(u + v))

dm

dum

(
(u + v)−

2
3

)
dv,

(4.149)

as well as the estimates (4.140). The true difference in this case are the bounds on higher order derivatives

of Ṽ . Let us denote:

Ṽ

(
−(~(u + v))

2
3

)
=Ṽ1

(
−(~(u + v))

2
3

)
+ Ṽ2

(
−(~(u + v))

2
3

)

:=
5

16(~(u + v))
4
3

− (~(u + v))
2
3 ϕ(x;α, ~).

By our convention, the contribution from Ṽ2 appears only for ~(u + v) ≥ 1. The contribution from Ṽ1 is

bounded the same way as in Lemma 4.30. For the contribution from Ṽ2, we have, in view of Proposition 4.26,
∣∣∣∣∣

dp

dup
Ṽ2

(
− (~(u + v))

2
3

)∣∣∣∣∣ .
∑

p′+p′′=p

~
2
3 · ~p′ (u + v)

2
3
−p′′ min{~α2x−2 + x2, (~ + α2)x2α−2}, for p ≥ 0.

Based on these estimates, the contribution from Ṽ2 is bounded by, for ~u ≥ 1,

∣∣∣∣a(k)

3
(u)

∣∣∣∣ .~
∑

0≤p′≤k

∫ ∞

u

~
p′

w
−k+p′ +

∑

1≤r≤k−p′
u−r−1w−k+p′+r



·min{~α2x−2 + x2, (~ + α2)x2α−2} dw
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+~2
∑

0≤p′≤k′<k,k′≥1

∫ ∞

u

~
p′

w
−k′+p′ +

∑

1≤r≤k′−p′
u−r−1w−k′+p′+r



·min{~α2x−2 + x2, (~ + α2)x2α−2}
∣∣∣∣a(k−k′ )

3
(w)

∣∣∣∣ dw

+~2

∫ ∞

u

min{~α2x−2 + x2, (~ + α2)x2α−2}
∣∣∣∣a(k)

3
(w)

∣∣∣∣ dw

=:I + II + III.

The first term here is the contribution of no derivative falling on a3(u + v) in (4.149), the second one is if

at least one falls on a3(u + v), but no more than k − 1, and the third, if all k derivatives fall on a3(u + v).

Changing variables u = ~−1t
3
2 ,w = ~−1s

3
2 , and |a(k)

3
(u)| =: f (k)(t) yields

I .~
∑

0≤p′≤k

∫ ∞

t

~
k−1 s−

3(k−p′)−1
2 + ~k

∑

1≤r≤k−p′
t−

3r+3
2 s−

3k−3p′−3r−1
2



·min{~α2x−2 + x2, (~ + α2)x2α−2} ds,

II .~2
∑

0≤p′≤k′<k,k′≥1

∫ ∞

t

~
k′−1s−

3(k′−p′)−1
2 + ~k′

∑

1≤r≤k′−p′
t−

3r+3
2 s−

3k′−3p′−3r−1
2



·min{~α2x−2 + x2, (~ + α2)x2α−2} f (k−k′)(s) ds,

III .~

∫ ∞

t

s
1
2 min{~α2x−2 + x2, (~ + α2)x2α−2} f (k)(s) ds.

Recall the bound
∫ ∞

t

s
1
2 min{~α2x−2 + x2, (~ + α2)x2α−2}ds . min

{
1,

x(t)2

α2

}
,

Thus, for t ≥ 1,

I . ~k

∫ ∞

t

s
1
2 min{~α2x−2 + x2, (~ + α2)x2α−2}ds . ~k min

{
1,

x(t)2

α2

}
. (4.150)

For the contribution from Ṽ1, we have
∣∣∣∣∣

dp

dup
Ṽ1

(
− (~(u + v))

2
3

)∣∣∣∣∣ . ~
− 4

3 (u + v)−
4
3
−p.

Therefore this contribution is bounded in the same way as in Lemma 4.29 and 4.30.

For the case when ~
2
3 ζ ≤ 1 and 0 ≤ ζ ≤ ~ 2

3 , by adopting the convention ϕ = 0, 0 ≤ ζ ≤ 1, the

corresponding argument in the proof of Lemma 4.30 applies here. �

4.7. Distorted Fourier transform and the spectral measures for all n ≥ 2. The machinery developed

starting with Section 4.4 up until this point allows us to determine the spectral measures associated to all

operators Hn with n positive and large. In other words, we need ~ = 1
n+1

small, and not just 0 < ~ ≤ 1
3
.

The reason for this lies with the correction factors 1 + ~a j, j = 0, 1 which are only useful if ~|a j| ≪ 1. The
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finitely many remaining n will be treated below by the same analysis from [18] which have already applied

to n = 0,±1.

4.7.1. n ≥ N0 with N0 large and fixed. We wish to find the distorted Fourier transform as in Section 4.2

associated with the spectral problem −H+n f = ξ f , ξ > 0, cf. (4.19). Recalling equations (4.63), (4.65),

(4.73), (4.72), (4.76), and Lemma 4.28, the half-line problem −H+n f = E2 f = ξ f in L2(dR), R > 0 is

converted into the perturbed Airy equation (4.76) on the whole line

~
2ẅ(τ) = −τw(τ) + ~2Ṽ(τ;α, ~)w(τ)

with α = ~E = ~ξ
1
2 . Here τ and x = ~ER = ~ξ

1
2 R are related by (4.72). See (4.112) for the asymptotic

relation between x and τ. Throughout, ~ = (n + 1)−1. We also freely use the results and notations of the

previous section, in particular Lemma 4.28 and the quantitative control on a0 and a1 obtained above.

Proposition 4.32. The distorted Fourier transform associated with −H+n , n ≫ 1, takes the following form:

f̂ (ξ) =

∫ ∞

0

φn(R, ξ) f (R) dR, f (R) =

∫ ∞

0

φn(R, ξ) f̂ (ξ)ρn(dξ) (4.151)

with

φn(R; ξ) = ~
1
3α−

1
2 q−

1
4 (τ)Ai(−~− 2

3 τ)(1 + ~a0(−τ;α, ~))

= ~−
1
6 ξ−

1
4 q−

1
4 (τ)Ai(−~− 2

3 τ)(1 + ~a0(−τ;α, ~))

τ = τ(x;α, ~), x = αR ≤ xt, α = ~ξ
1
2

(4.152)

Here τ = τ(x;α, ~) as in (4.72), q is defined in (4.73), and xt = xt(α; ~) the turning point as in Lemma 4.10.

One has φn(R; ξ) ∼ ~n− 1
2 ξ

n−1
2 Rn− 1

2 as Rξ
1
2 → 0+. To the right of the turning point we have the representation

φn(R; ξ) = −c1~
− 1

6 ξ−
1
4 q−

1
4 (τ)Re

((
1 + ~Ξ(ξ; ~)

)(
Ai(−~− 2

3 τ) + iBi(−~− 2
3 τ)

)
(1 + ~a1(−τ;α, ~))

)

∼ −c2ξ
− 1

4 Re
((

1 + ~Ξ(ξ; ~)
)
ei π4 eiξ

1
2 R

)
as Rξ

1
2 → ∞, (4.153)

where c1, c2 > 0 are absolute constants and |∂k
ξ
Ξ(ξ; ~)| ≤ Ck ξ

−k for all k ≥ 0 uniformly in ~. The coeffi-

cients a0, a1 satisfy the bounds in Lemma 4.29–Lemma 4.31. The spectral measure ρn is purely absolutely

continuous with density satisfying

1

2
≤ dρn(ξ)

dξ
≤ 2,

∣∣∣∣
dℓ

dξℓ
dρn(ξ)

dξ

∣∣∣∣ ≤ Cℓ ξ
−ℓ, ∀ ξ > 0, ℓ ≥ 0 (4.154)

uniformly in n. For the higher order derivatives of φn(R, ξ) we have

(R∂R)kφn(R, ξ) ∼ ~n− 1
2 ξ

n−1
2 Rn− 1

2 , (ξ∂ξ)
kφn(R, ξ) ∼ ~n− 1

2 ξ
n−1

2 Rn− 1
2 , as ~Rξ

1
2 → 0+,

and

(R∂R)k

(
e−iRξ

1
2
φn(R, ξ)

)
∼ c3ξ

− 1
4 , (ξ∂ξ)

k

(
e−iRξ

1
2
φn(R, ξ)

)
∼ c4ξ

− 1
4 as Rξ

1
2 → ∞.
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Proof. We fix n ≥ N0 large (the latter will be determined). By Section 4.2, specifically (4.8),

m(z; ~) =
W(θ(·, z), ψ(·, z))

W(ψ(·, z), φ(·, z))

where ψ(·, z) is the exponentially decaying solution of

−H+n f = z f for Im z > 0, and |W(ψ, ψ)| ≃ 1. (4.155)

Taking the limit ξ = ξ + i0 for ξ > 0 we obtain

m(ξ + i0; ~) =
W(θ(·, ξ), ψ+(·, ξ))

W(ψ+(·, ξ), φ(·, ξ))
(4.156)

as density of the spectral measure, i.e., ρn(dξ) = m(ξ + i0) dξ. Let

w(−τ;α, ~) = w0(−τ; ~)(1 + ~a0(−τ;α, ~)) = Ai(−~− 2
3 τ)(1 + ~a0(−τ;α, ~)) (4.157)

be the solution from Lemma 4.28 (recall the change of sign ζ = −τ which occurred at the beginning of

Section 4.6). As τ→ −∞, which corresponds to Rξ
1
2 → 0+, this solution satisfies

w(−τ;α, ~) ∼ c~
1
6 (−τ)−

1
4 e−

2
3~

(−τ)
3
2 ∼ c′~

1
6

(
− log

(
~Rξ

1
2

))− 1
6
(
~Rξ

1
2

) 1−2~
~

(4.158)

with some absolute constants c, c′, cf. (4.112). We note that w(−τ;α, ~) > 0 for τ ≤ 0. Take ~ small

enough so that ~|a0(−τ;α, ~)| ≤ 1
2

on (−∞, 0]. Note that by the results of the previous section this then holds

uniformly in τ ≤ 0 and α > 0. Define another solution of the perturbed Airy equation (4.76)

w̃(ζ;α, ~) := w(ζ;α, ~)

∫ ζ

0

w(u;α, ~)−2 du, ζ ≥ 0 (4.159)

Their Wronskian is W(w̃,w) = −1 as can be seen by evaluating it at τ = 0. We pass between solutions of

−Hn f = ξ f on the one hand, and (4.76) viz.

~
2ẅ(τ) = −τw(τ) + ~2Ṽ(τ;α, ~)w(τ)

on the other hand, by means of the relation f (R) = f̃ (x) = q−
1
4 w(τ), see (4.63), (4.65), (4.76), (4.73). In

particular, dτ =
√

q dx, q = −Q0/τ, and x = αR. Therefore

d

dR
f (R) = α f̃ ′(x) = α

(
q−

1
4 w

)′
= α∂τ

(
q−

1
4 w

)
· dτ

dx

= αq
1
2

(
q−

1
4 ẇ − 1

4
q−

5
4 q̇w

)
.

and W( f1, f2) = αW(w1,w2) for any pairs of related solutions of (4.63), respectively, (4.76).

We claim that, with w, w̃ as in (4.157), (4.159)

φ(R; ξ) = φn(R, ξ) = α−
1
2 ~

1
3 q−

1
4 w(−τ;α, ~)

θ(R; ξ) = θn(R, ξ) = α−
1
2 ~
− 1

3 q−
1
4 w̃(−τ;α, ~)

(4.160)

are admissible choices for the pair φ, θ in Section 4.2. In fact, they solve −Hn f = ξ f , φ is L2 near R = 0,

they are real-valued for ξ > 0, and their Wronskian is

W(θ, φ) = −W(w̃,w) = 1
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From (4.66) and (4.158), up to multiplicative constants,

φn(R, ξ) ∼ (~ξ
1
2 )−

1
2 ~

1
3 (−τ/Q0)

1
4 ~

1
6 (−τ)−

1
4 e−

2
3~

(−τ)
3
2 ∼ ~n− 1

2 ξ
n−1

2 Rn− 1
2

as Rξ
1
2 → 0+. The Weyl-Titchmarsh solution ψ+(R, ξ; ~) defined in (4.155) is given by

ψ+(R, ξ; ~) = ~
1
3α−

1
2 q−

1
4 w+(−τ;α, ~) (4.161)

where with ζ = −τ ≤ 0

w+(ζ;α, ~) := w1(ζ; ~)(1 + ~a1(ζ;α, ~)), w1(ζ; ~) := Ai(~−
2
3 ζ) + iBi(~−

2
3 ζ)

is the oscillatory solution from Lemma 4.28. Here we select ~ so small that ~|a1(ζ;α, ~)| ≤ 1
2
, uniformly in

ζ ≤ 0 and α > 0. It follows from the asymptotic behavior

Ai(−τ) + iBi(−τ) ∼ π− 1
2 τ−

1
4 e

i

(
− 2

3
τ

3
2 + π

4

)

τ→ ∞

and Lemma 4.13 that

ψ+(R; ξ, ~) ∼ π− 1
2 eiθξ−

1
4 eiξ

1
2 R R→ ∞.

for some θ = θ(α, ~). In particular, evaluating at R = ∞ we find the Wronskian relation

W(ψ+(·; ξ, ~), ψ+(·; ξ, ~)) = −2iπ−1 ∀ ξ > 0 (4.162)

with a positive absolute constant C+. Returning to the generalized m function of (4.156), we conclude that

(suppressing α, ~ from a j for simplicity)

m(ξ + i0; ~) = ~−
2
3

w+(0;α, ~)

w(0;α, ~)(−w+(0;α, ~)w′(0;α, ~) + w′+(0;α, ~)w(0;α, ~))

=
i(1 + iBi(0)/Ai(0))(1 + ~a0(0))−2

W(Ai,Bi) + i~
5
3 Ai(0)(Ai(0) + iBi(0))(a′

0
(0)(1 + ~a0(0))−1 − a′

1
(0)(1 + ~a1(0))−1)

=
π(−Bi(0)/Ai(0) + i)(1 + ~a0(0))−2

1 + iπ~
5
3 Ai(0)(Ai(0) + iBi(0))(a′

0
(0)(1 + ~a0(0))−1 − a′

1
(0)(1 + ~a1(0))−1)

By the previous section, a j(0;α, ~) = O(1), a′
j
(0;α, ~) = O(~−

1
3 ) uniformly in ξ > 0 and 0 < ~ ≤ 1

3
. Thus,

1

π
m(ξ + i0; ~) = (i − Bi(0)/Ai(0))(1 + i~

4
3Ω(α; ~))(1 + ~a0(0;α, ~))−2

=
[
i − Bi(0)/Ai(0) − ~ 4

3Ω(α; ~)(1 + iBi(0)/Ai(0))
]
(1 + ~a0(0;α, ~))−2

|∂ℓαΩ(α; ~)| ≤ Cℓ α
−ℓ, |∂ℓξΩ(α; ~)| ≤ Cℓ ξ

−ℓ ∀ℓ ≥ 0

and with α = ~ξ
1
2

dρn(ξ)

dξ
=

1

π
Im m(ξ + i0; ~) =

[
1 − ~ 4

3 Im
(
Ω(α; ~)(1 + iBi(0)/Ai(0))

)]
(1 + ~a0(0;α, ~))−2
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We conclude that (4.154) holds as claimed. From (4.11), (4.12), and (4.162) we conclude that

φn(R; ξ) = 2Re (a(ξ; ~)ψ+(R; ξ, ~))

|a(ξ; ~)|−2 = 4
dρn(ξ)

dξ
≃ 1

(4.163)

uniformly in 0 < ~ ≪ 1, α > 0 and ξ > 0. In fact,

a(ξ; ~) =
W(φ, ψ+)

W(ψ+, ψ+)
= −iC−1

+ ~
2
3 W(w,w+)

= −iC−1
+ ~

2
3 (w(0)w′+(0) − w′(0)w+(0))

= −C−1
+ (1 + ~a0(0;α, ~))(1 + ~a1(0;α, ~))W(Ai,Bi) + ~

4
3Ξ1(ξ; ~)

= −(πC+)−1 + ~Ξ2(ξ; ~)

where |∂k
ξ
Ξ2(ξ; ~)| ≤ Ck ξ

−k for all k ≥ 0 uniformly in ~. This implies (4.153). For the bounds on derivatives

of φn(R, ξ), we observe that the behavior of the principal part follows by a direct calculation, and we only

need to look at the contribution from a0(−τ;α, ~) and a1(τ;α, ~). When ~Rξ
1
2 → 0+, we have ζ = −τ→ ∞.

Therefore we have, in view of Proposition 4.26,

∂a0

∂R
=
∂a0

∂ζ
· ∂ζ
∂x
· ∂x

∂R
≃ ζ− 1

2 R−1∂a0

∂ζ
.

For ξ-derivative, we have

∂a0

∂ξ
=
∂a0

∂ζ
· ∂ζ
∂x
· ∂x

∂ξ
+
∂a0

∂α
· ∂α
∂ξ
≃ ζ− 1

2 ξ−1 · ∂a0

∂ζ
+ ~ξ−

1
2 · ∂a0

∂α
.

Then Lemma 4.30 and Lemma 4.31 imply
∣∣∣∣∣R
∂a0

∂R

∣∣∣∣∣ ,
∣∣∣∣∣ξ
∂a0

∂ξ

∣∣∣∣∣ . Γ0,

where Γ0 denotes the bound on |a0|. Therefore the bounds on R∂Rφn(R, ξ) and ξ∂ξφn(R, ξ) follow when

~Rξ
1
2 → 0+. Now we turn to the case when ~Rξ

1
2 → ∞. In this case ζ = −τ → −∞, and we have, in view

of Lemma 4.13,

∂a1

∂R
=
∂a1

∂ζ
· ∂ζ
∂x
· ∂x

∂R
≃ −x−

1
3 · ~ξ 1

2 · ∂a1

∂ζ
.

For ξ-derivative, we have

∂a1

∂ξ
=
∂a1

∂α
· ∂α
∂ξ
+
∂a1

∂ζ
· ∂ζ
∂x
· ∂x

∂α
≃ ~ξ− 1

2
∂a1

∂α
− x−

1
3 · ~ξ 1

2 · ∂a1

∂ζ
.

Then Lemma 4.29 gives
∣∣∣∣∣R
∂a1

∂R

∣∣∣∣∣ ,
∣∣∣∣∣ξ
∂a1

∂ξ

∣∣∣∣∣ . Γ1,

where Γ1 denotes the bound on |a1|. Therefore the bounds on R∂Rφn(R, ξ) and ξ∂ξφn(R, ξ) follow when

~Rξ
1
2 → ∞. The estimates on higher order derivatives follow in a similar way. �
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Remark 4.33. The representations (4.152) and (4.153), respectively, both extend . ~
3
2 across the turning

point.

4.7.2. The case of finitely many 2 ≤ n ≤ N0, N0 large and fixed. Next we analyze the behavior of the

spectral measure for ~ ≃ 1. We directly work with the operator appearing in (4.63):

−H+n = −∂2
R + (n + 1)2V(R), 2 ≤ n ≤ N0. (4.164)

Lemma 4.34. There exists a fundamental system φ0, θ0 of solutions forHn f = 0 with the asymptotic behav-

ior

φ0(R) ∼ Rn− 1
2 , θ0(R) ∼ (2n − 2)−1R−n+ 3

2 , as R→ 0+,

and such that we have

φ0(R) ∼ c1,nRn+ 3
2 , θ0(R) ∼ c2,nR−n− 1

2 , as R→ ∞ (4.165)

for some positive constants ci,n, i = 1, 2.

Proof. It suffices to construct φ0 and then define θ0(R) by means of W(θ0, φ0) = 1. We start by constructing

a fundamental system f0, f1 near R = +∞. Make the ansatz f0(R) = Rn+ 3
2 + ǫ(R) where

−∂2
R +

(n + 1)2 − 1
4

R2

 f0 =

(
4n

R2(1 + R2)
+

8

(R2 + 1)2

)
f0. (4.166)

We solve for ǫ using the two-sided Green function constructed from fundamental system {Rn+ 3
2 , R−n− 1

2 } for

the operator on the left. Thus, ǫ solves the Fredholm integral equation

ǫ(R) =
1

2n + 2
Rn+ 3

2

∫ ∞

R

s−n− 1
2

(
4n

s2(1 + s2)
+

8

(s2 + 1)2

) (
sn+ 3

2 + ǫ(s)

)
ds

+
1

2n + 2
R−n− 1

2

∫ R

R0

sn+ 3
2

(
4n

s2(1 + s2)
+

8

(s2 + 1)2

) (
sn+ 3

2 + ǫ(s)

)
ds

(4.167)

where R ≥ R0 ≥ 1. Here R0 is large enough to guarantee smallness of the integral operator in a suitable

norm. In fact, (4.167) can be rewritten as follows:

ǫ(R) = gn(R) + (Tnǫ) (R), (4.168)

where

gn(R) :=
1

2n + 2
Rn+ 3

2

∫ ∞

R

s−n− 1
2

(
4n

s2(1 + s2)
+

8

(s2 + 1)2

)
sn+ 3

2 ds

+
1

2n + 2
R−n− 1

2

∫ R

R0

sn+ 3
2

(
4n

s2(1 + s2)
+

8

(s2 + 1)2

)
sn+ 3

2 ds,

(Tnǫ) (R) :=
1

2n + 2
Rn+ 3

2

∫ ∞

R

s−n− 1
2

(
4n

s2(1 + s2)
+

8

(s2 + 1)2

)
ǫ(s) ds

+
1

2n + 2
R−n− 1

2

∫ R

R0

sn+ 3
2

(
4n

s2(1 + s2)
+

8

(s2 + 1)2

)
ǫ(s) ds.

(4.169)
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We introduce a Banach space X such that f ∈ X if R−n+ 1
2 f (R) ∈ L∞([R0,∞)), and

‖ f ‖X := ‖R−n+ 1
2 f (R)‖L∞([R0,∞)). (4.170)

Then ‖gn‖X ≤ C uniformly in n. Writing (Tn f )(R) =
∫ ∞

R0
Kn(R, s) f (s) ds one has with some absolute constant

C

0 ≤ R−n+ 1
2 Kn(R, s)sn− 1

2 ≤ C(R−2ns2n−3
1[R0<s<R] + R2s−5

1[s>R]) (4.171)

This immediately implies that ‖Tn f ‖X ≤ CR−2
0
‖ f ‖X . Choosing R0 large enough Tn is a contraction and there

is a unique solution ǫ ∈ X to (4.168). Therefore we obtain a unique solution f0 to (4.166) defined for all

R > 0 such that

f0(R) = Rn+ 3
2 + ǫ(R) = Rn+ 3

2 + O(Rn− 1
2 ), for R→∞.

We can then define f1 for large R by

f1(R) = f0(R) ·
∫ ∞

R

f −2
0 (s) ds,

which behaves like f1(R) ∼ cnR−n− 1
2 for R → ∞ and some positive constant cn. This gives the asymptotic

description (4.165). We next construct the solution φ0(R) of
−∂2

R +
(n − 1)2 − 1

4

R2

φ0 =

(
− 4n

(1 + R2)
+

8

(R2 + 1)2

)
φ0,

near the origin R = 0 by means of the ansatz φ0(R) = Rn− 1
2 + γ(R). Here γ is a solution of the Volterra

equation

γ(R) = − 1

2n − 2
Rn− 1

2

∫ R

0

s−n+ 3
2

(
− 4n

(1 + s2)
+

8

(s2 + 1)2

) (
sn− 1

2 + γ

)
ds

+
1

2n − 2
R−n+ 3

2

∫ R

0

sn− 1
2

(
− 4n

(1 + s2)
+

8

(s2 + 1)2

) (
sn− 1

2 + γ

)
ds

=γ0(R) +

∫ R

0

K̃n(R, s)γ(s) ds

One checks that 0 ≤ γ0(R) ≤ CRn+ 3
2 and

0 ≤ R−n− 3
2 K̃n(R, s)sn+ 3

2 ≤ Cs

for all 0 < s < R. By a standard Volterra iteration, 0 ≤ γ(R) . Rn+ 3
2 for R ≪ 1. We claim that this φ0, when

continued up to R = +∞ has the desired asymptotics and is positive everywhere. For the latter assertion use

that from the equation we have that

∂2
Rφ0 > 0

as long as φ0(R) > 0. In fact, φ0, ∂Rφ0 and ∂2
R
φ0 are all positive initially. Suppose that φ0(R) becomes zero

at R = R0 > 0 for the first time. Then there is a R1 ∈ (0,R0) such that ∂Rφ0(R1) = 0. This means that φ0

loses convexity even before R = R1. Therefore there is a R2 ∈ (0,R1) such that ∂2
R
φ0(R2) = 0. In view of

the equation satisfied by φ0, we have φ(R2) = 0, which contradicts the fact that R0 is the first point where φ0

vanishes. Therefore φ0(R) > 0 for all R > 0.
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Since φ0 is a linear combination of f0, f1 for large R, we also immediately get the large R asymptotics,

due to the convexity just observed. �

Next we construct a solution to
(−H+n − ξ

)
f = 0 for all R, ξ > 0.

Lemma 4.35. There exists a smooth function φ(R, ξ) on R, ξ > 0 satisfying −H+n φ(R, ξ) = ξφ(R, ξ) of the

form

φ(R, ξ) = φ0(R)
[
1 +

∑

j≥1

φ j(R)(R2ξ) j],

as an absolutely convergent series where φ j are smooth functions of R > 0 satisfying the bounds
∣∣∣(R∂R)mφ j(R)

∣∣∣ ≤
C

j
m

j!
for all m ≥ 0, R > 0.

Proof. We find φ(R, ξ) by solving the Volterra equation for all R > 0 (recall that 1 = W(θ0, φ0))

φ(R, ξ) = φ0(R) − ξφ0(R)

∫ R

0

θ0(s)φ(s, ξ) ds + ξθ0(R)

∫ R

0

φ0(s)φ(s, ξ) ds.

Inserting the preceding ansatz, we obtain the identity

∑

j≥1

φ j(R)(R2ξ) j = −ξ
∫ R

0

θ0(s)φ0(s)[1 +
∑

j≥1

φ j(s)(s2ξ) j] ds + ξ
θ0(R)

φ0(R)

∫ R

0

φ2
0(s)[1 +

∑

j≥1

φ j(s)(s2ξ) j] ds

This then defines the φ j(R) inductively. To begin with, we have

φ1(R) = −R−2

∫ R

0

θ0(s)φ0(s) ds + R−2 θ0(R)

φ0(R)

∫ R

0

φ2
0(s) ds.

and the other coefficients are then determined by the following recursive formula:

φ j(R) = − 1

R2 j

∫ R

0

θ0(s)φ0(s)φ j−1(s)s2 j−2ds +
θ0(R)

R2 jφ0(R)

∫ R

0

φ2
0(s)φ j−1(s)s2 j−2ds.

By construction for all s > 0 we have 0 ≤ θ0(s)φ0(s) ≤ Cs. For the second term on the right hand side

above, we bound

0 <
θ0(R)

φ0(R)
φ2

0(s) .



R−2n+2 · s2n−1 0 < s < R < 1

R−2n−2 · s2n+3 1 < s < R

R−2n−2s2n−1 0 < s < 1 < R

. s, for all 0 < s < R.

Therefore the desired bound on φ j(R) follows from an induction argument. �

We next construct the Weyl-Titchmarsh solutions ψ±(R, ξ) for Rξ
1
2 ≫ 1.

Lemma 4.36. There exists a pair of smooth functions ψ±(R, ξ) of R, ξ > 0 and Rξ
1
2 & 1 satisfying −H+n ψ±(R, ξ) =

ξψ±(R, ξ) of the form

ψ±(R, ξ) =
e±iRξ

1
2

ξ
1
4

(1 + g±(R, ξ)) .
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Here g−(R, ξ) = g+(R, ξ) and they satisfy the bounds (for some constants ck > 0)

|(R∂R)kg±(R, ξ)| ≤ ck(Rξ
1
2 )−1, and |(ξ∂ξ)kg±(R, ξ)| ≤ ck(Rξ

1
2 )−1 for Rξ

1
2 & 1,

and have the following asymptotic profile with some constant C ∈ R \ {0}

g±(R, ξ) ∼ ψ1,±(R)

Rξ
1
2

+ O

(
1

R2ξ

)
, for Rξ

1
2 → ∞,

where

ψ1,±(R) = ±C i + O

(
1

1 + R2

)
.

In particular we have W(ψ+, ψ−) = −2i.

Proof. We discuss g+(R, ξ) in detail and the argument for g−(R, ξ) is similar, therefore we omit it. Plugging

the definition of g+(R, ξ) into the equation satisfied by ψ+(R, ξ), we have

g+(R, ξ) =

∫ ∞

R

1 − e2i(s−R)ξ
1
2

2iξ
1
2

(1 + g+(s, ξ)) ·


(n + 1)2 − 1
4

s2
− 4n

s2(1 + s2)
− 8

(1 + s2)2

 ds

:=g+,0(R, ξ) +

∫ ∞

R

K+,n(R, s; ξ)g+(s, ξ) ds

where

g+,0(R, ξ) =

∫ ∞

R

1 − e2i(s−R)ξ
1
2

2iξ
1
2

·


(n + 1)2 − 1
4

s2
− 4n

s2(1 + s2)
− 8

(1 + s2)2

 ds,

K+,n(R, s; ξ) =
1 − e2i(s−R)ξ

1
2

2iξ
1
2

·


(n + 1)2 − 1
4

s2
− 4n

s2(1 + s2)
− 8

(1 + s2)2

 .

A direct calculation shows

|g+,0(R, ξ)| . (Rξ
1
2 )−1, sup

R≤s

(Rξ
1
2 ) · |K+,n(R, s; ξ)|(sξ

1
2 )−1
. ξ−

1
2 s−2.

A standard Volterra iteration gives the existence and uniqueness of such g+(R, ξ) and the estimates for k = 0.

To derive the bounds on derivatives, we introduce the notation Un(s) :=
(n+1)2− 1

4

s2 − 4n
s2(1+s2)

− 8
(1+s2)2 , and the

new variable r := s − R. Therefore

(
R∂Rg+,0

)
(R, ξ) =

∫ ∞

0

1 − e2irξ
1
2

2iξ
1
2

(R∂RUn) (r + R)dr,

⇒ | (R∂Rg+,0
)

(R, ξ)| .
∫ ∞

0

ξ−
1
2 (r + R)−2dr . (Rξ

1
2 )−1.

For the term involving g+(s, ξ), we have

R∂R

(∫ ∞

R

K+,n(R, s; ξ)g+(s, ξ) ds

)
=

∫ ∞

0

1 − e2irξ
1
2

2iξ
1
2

R∂R (Un(r + R)g+(r + R, ξ)) dr
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=

∫ ∞

0

1 − e2irξ
1
2

2iξ
1
2

R∂R (Un(r + R)) g+(r + R, ξ)dr

+

∫ ∞

0

1 − e2irξ
1
2

2iξ
1
2

Un(r + R) R∂R (g+(r + R, ξ)) dr

:=IR + IIR.

Therefore

|IR| .
∫ ∞

R

ξ−1s−3 ds . (R2ξ)−1,

which is desired. For IIR we have

|IIR| .
∫ ∞

R

ξ−
1
2 s−2|s∂sg+(s, ξ)| ds.

Then a Volterra iteration argument gives the desired bound on

R∂Rg+(R, ξ) = R∂Rg+,0(R, ξ) + R∂R

(∫ ∞

R

K+,n(R, s; ξ)g+(s, ξ) ds

)
.

Next we turn to ξ∂ξg+(R, ξ). We have

ξ∂ξg+,0(R, ξ) =

∫ ∞

0

i

2
ξ∂ξ

(
e2irξ

1
2

)
ξ−

1
2 Un(r + R) dr − i

4

∫ ∞

0

e2irξ
1
2
ξ−

1
2 Un(r + R) dr

=Iξ + IIξ .

For IIξ we change back to s-variable:

IIξ = −
i

4

∫ ∞

R

e2i(s−R)ξ
1
2
ξ−

1
2 Un(s) ds, ⇒ |IIξ | . (Rξ

1
2 )−1.

For Iξ , we rewrite it as

Iξ =
i

4

∫ ∞

0

r∂r

(
e2irξ

1
2

)
ξ−

1
2 Un(r + R) dr

= − i

4

∫ ∞

0

e2irξ
1
2
ξ−

1
2 Un(r + R) dr − i

4

∫ ∞

0

rξ−
1
2 ∂rUn(r + R) dr

A direct calculation implies |Iξ | . (Rξ
1
2 )−1. For the term involving g+(s, ξ), we have

ξ∂ξ

(∫ ∞

R

K+,n(R, s; ξ)g+(s, ξ)ds

)
=: I′ξ + II′ξ + III′ξ ,

where

I′ξ =
1

2i

∫ ∞

0

(1 − e2irξ
1
2
)ξ∂ξ(ξ

− 1
2 )Un(r + R)g+(r + R, ξ) dr,

II′ξ =

∫ ∞

0

1 − e2irξ
1
2

2iξ
1
2

Un(r + R)ξ∂ξ (g+(r + R, ξ)) dr
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III′ξ =
i

2ξ
1
2

∫ ∞

0

ξ∂ξ

(
e2irξ

1
2

)
Un(r + R)g+(r + R, ξ) dr.

Based on the estimate for g+(s, ξ), the estimate for I′
ξ

is straightforward: |I′
ξ
| . (R2ξ)−1. For II′

ξ
we use the

Volterra iteration. For III′
ξ

we rewrite as

i

4ξ
1
2

∫ ∞

0

r∂r

(
e2irξ

1
2

)
Un(r + R)g+(r + R) dr.

As in the estimate for Iξ , we integrate by parts in r and use the estimate for (r + R)∂rg+(r + R, ξ), which has

already been proved, to obtain the desired bound on |III′
ξ
| . (R2ξ)−1. The higher order derivative estimates

follow in a similar vein.

Next we turn to the asymptotic profile for g+(R, ξ). First, based on the estimate of the kernel and g+(s, ξ)

we have
∣∣∣∣∣
∫ ∞

R

K+,n(R, s; ξ)g+(s, ξ) ds

∣∣∣∣∣ . (Rξ
1
2 )−1 · ξ− 1

2

∫ ∞

R

s−2 ds . (Rξ
1
2 )−2.

Therefore this contribution can be grouped into O

(
1

R2ξ

)
. Next we turn to the contribution from g+,0(R, ξ).

The contribution from
∫ ∞

R
1

2 iξ
1
2

Un(s) ds is already in the desired form of
ψ±,1(R)

Rξ
1
2

. For the contribution from

− 1

2iξ
1
2

∫ ∞
R

e2i(s−R)ξ
1
2 Un(s)d s, we write it as

− 1

2 iξ
1
2

∫ ∞

0

e2irξ
1
2
Un(r + R)d r = − 1

2iξ
1
2

∫ ∞

0

1

2iξ
1
2

∂r

(
e2irξ

1
2

)
Un(r + R)d r

= − 1

4ξ
Un(R) − 1

4ξ

∫ ∞

0

e2irξ
1
2
∂rUn(r + R)d r.

The boundary term − 1
4ξ

Un(R) can be grouped into O

(
1

R2ξ

)
. The integral term is bounded by

∣∣∣∣∣
1

4ξ

∫ ∞

0

e2irξ
1
2
∂rUn(r + R)d r

∣∣∣∣∣ . ξ
−1

∫ ∞

0

(r + R)−3d r . (R2ξ)−1,

and therefore is also grouped into O

((
R2ξ

)−1
)
. �

Next we compare the Fourier basis constructed in Proposition 4.32 and the solutions constructed in

Lemma 4.35 and Lemma 4.36.

Proposition 4.37. Let φ(R, ξ) be as in Lemma 4.35. Then there exists a smooth complex nonvanishing

function wn(ξ) which has the following asymptotic behavior:

|wn(ξ)| ∼ ξ n+1
2 , ξ → 0+, and |wn(ξ)| ∼ ξ n−1

2 , ξ → ∞.
such that for any fixed but large n ≤ N0, wn(ξ)φ(R, ξ) and its higher order derivatives have the same

asymptotic behavior as φn(R, ξ) constructed in Proposition 4.32 for Rξ
1
2 → 0+ and Rξ

1
2 → ∞. In particular,
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if
dρn(ξ)

dξ
is the spectral measure density associated to wn(ξ)φ(R, ξ), then there exist absolute constants Cℓ > 0

and C > 1, such that

C−1 ≤ dρn(ξ)

dξ
≤ C, and

∣∣∣∣∣∣
dℓ

dξℓ
dρn(ξ)

dξ

∣∣∣∣∣∣ ≤ Cℓξ
−ℓ for all ξ > 0, ℓ > 0.

Proof. Since φ(R, ξ), ψ±(R, ξ) are all solutions of
(H+n + ξ

)
f = 0, and φ(R, ξ) is real, there exists a complex

function a(ξ) such that

φ(R, ξ) = a(ξ)ψ+(R, ξ) + a(ξ)ψ−(R, ξ),

and thence

a(ξ) ≃ W(φ(R, ξ), ψ−(R, ξ)).

To obtain an estimate on a(ξ), we choose R, ξ such that Rξ
1
2 ≃ 1. Therefore if ξ ≪ 1, then R ≫ 1, and when

ξ & 1, we have R . 1. We start with the case when ξ ≪ 1. In order to get an upper bound on |a(ξ)|, we use

that |φ(ξ−
1
2 , ξ)| . ξ− n

2
− 3

4 , |(R∂R)φ(ξ−
1
2 , ξ)| . ξ− n

2
− 3

4 , as well as

|ψ±(R, ξ)| + |R∂Rψ±(R, ξ)| . ξ− 1
4 ,

whence

|a(ξ)| ≃ |W(φ(ξ−
1
2 , ξ), ψ−(ξ−

1
2 , ξ))| . ξ− n

2−
1
2 . (4.172)

In order to get the lower bound on |a(ξ)|, we evaluate our functions at R ≃ ξ− 1
2 . Then one finds a bound

|a(ξ)| ≥
∣∣∣φ(ξ−

1
2 , ξ)

∣∣∣
2
∣∣∣ψ±(ξ−

1
2 , ξ)

∣∣∣
&
ξ−

n
2
− 3

4

ξ−
1
4

= ξ−
n+1

2 . (4.173)

This implies that the spectral measure of wn(ξ)φ(R, ξ) behaves like

dρn(ξ)

dξ
≃ 1

|wn(ξ)a(ξ)|2
≃ 1, for ξ ≪ 1. (4.174)

Next we turn to the case when ξ & 1, we have φ(ξ−
1
2 , ξ) . ξ−

n
2
+ 1

4 and (R∂R)φ(ξ−
1
2 , ξ) . ξ−

n
2
+ 1

4 , and

|ψ±(R, ξ)| ≃ ξ− 1
4 . Therefore we have

|a(ξ)| ≃ |W(φ(ξ−
1
2 , ξ), ψ−(ξ−

1
2 , ξ))| . ξ− n

2
+ 1

2 , (4.175)

and

|a(ξ)| & |φ(ξ−
1
2 , ξ)|

2|ψ±(ξ−
1
2 , ξ)|

&
ξ−

n
2
+ 1

4

ξ−
1
4

= ξ−
n
2
+ 1

2 . (4.176)

This again gives

dρn(ξ)

dξ
≃ 1

|wn(ξ)a(ξ)|2 ≃ 1, for ξ & 1. (4.177)

Now (4.174) and (4.177) give the desired estimates on spectral measure. The bounds on the derivatives
dℓ

dξℓ
dρn(ξ)

dξ
follow directly from the construction of the function a(ξ).
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Next we analyze the asymptotic behavior of wn(ξ)φ(R, ξ). Since now ~ has a positive lower bound, we

equivalently consider the asymptotic regimes Rξ
1
2 → 0+ and Rξ

1
2 → ∞. When Rξ

1
2 → 0+, Lemma 4.34

and Lemma 4.35 imply, for Rξ
1
2 → 0+,

wn(ξ)φ(R, ξ) ∼



Rn− 1
2 ξ

n+1
2 . Rn− 1

2 ξ
n−1

2 , R→ 0+, and ξ → 0+,

c1,nRn+ 3
2 ξ

n+1
2 . Rn− 1

2 ξ
n−1

2 , R→∞, and ξ → 0+,

Rn− 1
2 ξ

n−1
2 , R→ 0+, and ξ → ∞.

(4.178)

Therefore this agrees with the bound on φn(R, ξ) for ~Rξ
1
2 → 0+ in Proposition 4.32. Now we look at the

case when Rξ
1
2 → ∞. We have, in view of Lemma 4.36, and simply choosing wn(ξ) = 1

|a(ξ)| ,

wn(ξ)φ(R, ξ) =wn(ξ)
(
a(ξ)ψ+(R, ξ) + a(ξ)ψ−(R, ξ)

)

=ξ−
1
4 Re

(
a(ξ)

|a(ξ)|e
iRξ

1
2
(1 + g+(R, ξ))

)
,

(4.179)

which again agrees with the asymptotic behavior of φn(R, ξ) in Proposition 4.32 as ~Rξ
1
2 → ∞. The esti-

mates on the higher order derivatives follow from the profile on φ(R, ξ) in Lemma 4.35 and the derivative

bounds on g+(R, ξ) given in Lemma 4.36. �

Based on the analysis in Proposition 4.32 and Proposition 4.37, we can justify the existence of the Fourier

transform and its inverse transform appearing in Proposition 4.32.

Proposition 4.38. The distorted Fourier transform associated with H+n , n ≥ 2 has the following property:

for any f ∈ C2((0,∞)) with
∫ ∞

0

(
R−1| f (R)| + | f ′(R)| + R| f ′′(R)|

)
dR ≤ M < ∞

the Fourier transform

f̂ (ξ) = lim
L→∞

∫ L

0

φn(R, ξ) f (R)dR (4.180)

with φn(R, ξ) as in Proposition 4.32 for n ≥ N0 and wn(ξ)φ(R, ξ) as in Proposition 4.37 for 2 ≤ n ≤ N0,

exists for all ξ > 0 and
∫ ∞

0

| f̂ (ξ)||φn(R, ξ)|dξ . M. (4.181)

Proof. Based on the analysis in Proposition 4.32 and Proposition 4.37, we have

|φn(R, ξ)| . min{R 1
2 , ξ−

1
4 }, ∀ξ > 0,R > 0.

Thus, the left-hand side of (4.181) is bounded by
∫ ∞

0
| ˆf (ξ)|ξ− 1

4 dξ which we now proceed to estimate. Con-

sider the partition of unity in (4.37) and define

A(ξ) :=

∫ ∞

0

χ0(R2ξ)φn(R, ξ) f (R)dR, B j(ξ) :=

∫ ∞

0

χ(2− jR2ξ)φn(R, ξ) f (R)dR.
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Therefore we have

|A(ξ)| .
∫ ξ

− 1
2

0

R
1
2 | f (R)|dR,

⇒
∫ ∞

0

ξ−
1
4 |A(ξ)|dξ .

∫ ∞

0

∫ R−2

0

ξ−
1
4 dξ| f (R)|R 1

2 dR .

∫ ∞

0

R−1| f (R)|dR.

To bound B j(ξ), we note that by Proposition 4.32 and Proposition 4.37, for R2ξ ≃ 2 j, one write φn(R, ξ) as

φn(R, ξ) = ξ−
1
4 Re

(
eiRξ

1
4
σ(R, ξ)

)
,

and σ(R, ξ) satisfies

|(R∂R)kσ(R, ξ)| . 1, |(ξ∂ξ)kσ(R, ξ)| . 1.

Thus, we write

B j(ξ) = ξ−
1
4

∫ ∞

0

χ(2− jR2ξ)eiRξ
1
2
σ(R, ξ) f (R)dR + ξ−

1
4

∫ ∞

0

χ(2− jR2ξ)e−iRξ
1
2
σ(R, ξ) f (R)dR.

Using integration by parts, we have

|B j(ξ)| .ξ− 5
4

∫ ∞

0

|∂2
R

(
χ(2− jR2ξ)σ(R, ξ) f (R)

)
|dR

.ξ−
5
4

∫ ∞

0

1[R2ξ≃2 j]

(| f ′′(R)| + R−1| f ′(R)| + R−2| f (R)|) dR.

Starting from this point we simply proceed as in the proof for Lemma 4.2 to obtain the finiteness of∫ ∞
0

∑∞
j=0 |B j(ξ)|ξ− 1

4 dξ and
∑∞

j=0 |B j(ξ)|. Therefore the proof is completed. �

4.8. The analysis for negative angular frequencies. In this section we discuss the spectral theory for the

operator H+−n = H−n for n ≥ 2. We start with the equation (4.2). With the same notations as in (4.63), we

consider the following eigenvalue problem associated toH+−n for n ≥ 2:

− 1

(n − 1)2
∂2

R f + V(R) f =
E2

(n − 1)2
f ,

V(R) :=
1

R2
− 1

4(n − 1)2R2
+

4n

(n − 1)2R2(R2 + 1)
− 8

(n − 1)2(R2 + 1)2
.

(4.182)

By convention, we set E < 0. Introducing the notation ~̃ := 1
1−n

, we rewrite (4.182) as

−~̃2∂2
R f + V(R) f =~̃2E2 f ,

V(R) =
1

R2

1 +
15̃~2

4
− 4̃~

 + ε
(
R2, ~̃

)
,

(4.183)

where recall

ε
(
R2, ~̃

)
:=

4̃~

R2 + 1
− 4̃~2(R2 + 3)

(R2 + 1)2
.
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The potential function looks identical to the one in (4.64), with ~ replaced by ~̃, and ~̃ = −1,− 1
2
,− 1

3
, .... As

for the positive angular frequencies, we distinguish between the regimes for 2 ≤ n ≤ N0 and n ≥ N0, where

N0 is a large but fixed number. For 2 ≤ n ≤ N0, we directly construct solutions to the eigenvalue problem

associated to the operator

−H+−n = −∂2
R + (n − 1)2V(R), n ≥ 2. (4.184)

Following the same procedures as in the proofs of Lemma 4.34, Lemma 4.35, and Lemma 4.36, we obtain

the following:

Proposition 4.39. For 2 ≤ n ≤ N0, there exists a solution φ−n(R, ξ) to the eigenvalue problem (H+−n+ξ) f = 0,

which has the following asymptotic behavior for Rξ
1
2 → 0+:

φ−n(R, ξ) ∼



Rn+ 3
2 ξ

n
2
− 1

2 ≤ Rn− 1
2 ξ

n
2
− 1

2 , R→ 0+ and ξ → 0+,

Rn+ 3
2 ξ

n
2
+ 1

2 ≤ Rn− 1
2 ξ

n
2
− 1

2 , R→ 0+ and ξ → ∞,
c5Rn− 1

2 ξ
n
2
− 1

2 , R→ ∞ and ξ → 0+.

For higher order derivatives, we have

|(R∂R)kφ−n(R, ξ)| . Rn− 1
2 ξ

n−1
2 , and |(ξ∂ξ)kφ−n(R, ξ)| . Rn− 1

2 ξ
n−1

2 , as Rξ
1
2 → 0+.

When Rξ
1
2 → ∞, we have, for some complex function a−(ξ) which behaves |a−(ξ)| ≃ 1,

φ−n(R, ξ) = 2ξ−
1
4 Re

(
a−(ξ)eiRξ

1
2
(1 + g−(R, ξ))

)
.

Hereg−(R, ξ) satisfies

g−(R, ξ) =
ψ2(R)

Rξ
1
2

+ O

(
1

R2ξ

)
, as Rξ

1
2 → ∞,

and the function ψ2(R) satisfies, for some constant C ∈ R \ {0},

ψ2(R) = C i + O

(
1

1 + R2

)
.

For higher order derivatives, we have

|(R∂R)kg−(R, ξ)| ≤ ck(Rξ
1
2 )−1, and |(ξ∂ξ)kg−(R, ξ)| ≤ ck(Rξ

1
2 )−1, for Rξ

1
2 & 1.

This implies

(R∂R)

(
e−iRξ

1
2
φ−n(R, ξ)

)
∼ c6ξ

− 1
4 , (ξ∂ξ)

k

(
e−iRξ

1
2
φ−n(R, ξ)

)
∼ c7ξ

− 1
4 , as Rξ

1
2 → ∞.

For n ≥ N0, we introduce the notations

x := ~̃ER, α := ~̃E, f̃ (x) := f (R).
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Then the equation (4.183) transfers to

−~̃2 f̃ ′′(x) + Q̃(x) f̃ (x) = 0, Q̃(x) :=~̃−2E−2V−
(

x

~̃E

)
− 1

=x−2

1 +
15̃~2

4
− 4̃~

 + α−2ε−

(
x2

α2
; ~

)
− 1.

(4.185)

As in (4.66), we introduce

Q̃0(x;α, ~̃) := Q̃(x;α, ~̃) +
~̃

2

4x2
= x−2(1 − 2̃~)2 + α−2ε−

(
x2

α2
; ~̃

)
− 1. (4.186)

As in (4.72) and (4.73), we introduce the variable

τ(x, α; ~̃) := sign(x − x
t
(α; ~̃))

∣∣∣∣∣∣
3

2

∫ x

xt

√
|Q̃0(u, α; ~̃)|du

∣∣∣∣∣∣

2
3

, (4.187)

and the quantity

q :=
Q̃0

τ
, ⇒ dτ

dx
= τ′ =

√
q,

d

dτ
= q−

1
2

d

dx
. (4.188)

We use “′” to denote the derivative with respect to x and “·” to denote the derivative with respect to τ. Then

with the new variable w :=
√
τ′ f̃ , (4.185) transfers to the following perturbed Airy equation:

~̃
2ẅ(τ) = τw(τ) + ~̃2Ṽ(τ;α, ~̃)w(τ) (4.189)

where

Ṽ(τ;α, ~̃) = q̈
1
4 q−

1
4 − 1

4x2q
. (4.190)

We argue as in Section 4.4–4.6 to construct the Fourier basis associated to the operator −H+−n for n ≥ N0.

Since the argument is identical, we omit the details here. Similar to Lemma 4.28, we have the following

(with ζ := −τ):

Lemma 4.40. Let w0(ζ; ~̃) := Ai(|̃~|− 2
3 ζ) for ζ ≥ 0 and w1(ζ; ~̃) := Ai(|̃~|− 2

3 ζ) + iBi(|̃~|− 2
3 ζ) for ζ ≤ 0. Then

the Volterra integral equation

a0(ζ;α, ~̃) :=

∫ ∞

ζ

K0(ζ, s;α, ~̃)(1 + |̃~|a0(s;α, |̃~|)) ds

K0(ζ, s;α, ~̃) = |̃~|−1Ṽ(s;α, ~̃)w2
0(s; ~̃)

∫ s

ζ

w−2
0 (t; ~̃) dt

(4.191)

has a unique bounded solution a0(ζ;α, ~̃) for all ~̃ = − 1
N0−1

,− 1
N0
,− 1

N0+1
, ... and α > 0, ζ ≥ 0. One has

lim
ζ→∞ a0(ζ;α, ~̃) = 0 and w(ζ;α, ~̃) := w0(ζ; ~̃)(1+ ~̃a0(ζ;α, ~̃)) is the unique solution of (4.189) on [0,∞)
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with w(ζ;α, ~̃) ∼ w0(ζ; ~̃) as ζ → ∞. Analogously, the Volterra integral equation

a1(ζ;α, ~̃) :=

∫ ζ

−∞
K1(ζ, s;α, ~̃)(1 + ~̃a1(s;α, ~̃)) ds

K1(ζ, s;α, ~̃) = |̃~|−1Ṽ(s;α, ~̃)w2
1(s; ~̃)

∫ ζ

s

w−2
1 (t; ~̃) dt

(4.192)

has a unique bounded solution a1(ζ;α, ~̃) for all ~̃ = − 1
N0−1

,− 1
N0
,− 1

N0+1
, ... and α > 0, ζ ≤ 0. One has

lim
ζ→−∞ a1(ζ;α, ~̃) = 0 and w(ζ;α, ~̃) := w1(ζ; ~̃)(1 + ~̃a1(ζ;α, ~̃)) is the unique solution of (4.189) on

(−∞, 0] with w(τ;α, ~̃) ∼ w1(ζ; ~̃) as ζ → −∞.

We also have the analogue of Proposition 4.26:

Proposition 4.41. There exists a constant τ∗ > 0 and a small constant 0 < α∗ ≪ 1 so that uniformly in

~̃ = − 1
N0−1

,− 1
N0
,− 1

N0+1
, ...,

|∂k
τ
∂ℓαṼ(τ;α, ~̃)| ≤ Ck,ℓ 〈α〉−ℓ−1〈τ〉−2−k, ∀ τ ≥ −τ∗ (4.193)

for all k, ℓ ≥ 0 and α > 0. Moreover, (4.193) holds for −∞ < τ ≤ −τ∗, all k, ℓ ≥ 0 and α ≥ α∗. Finally, if

0 < α ≤ α∗ and −∞τ ≤ −τ∗, then

Ṽ(τ;α, ~̃) =
5

16τ2
− τϕ(x;α, ~̃)

where for all k, ℓ ≥ 0

|∂k
τ
∂ℓαϕ(x;α, ~̃)| ≤ Ck,ℓ min

(|̃~|α2x−2 + x2, |̃~|x2/α2 + x2)|α|−ℓ(−τ)
k
2 (4.194)

Here x = x(τ;α, ~̃) is the inverse of the diffeomorphism τ = τ(x;α, ~̃) defined in (4.187), and satisfies

2

3

(
−τ(x;α, ~̃)

) 3
2
=

{
−(1 − O(α2)) log(x) + O1(1), if 0 < α ≤ x ≤ x∗ := x(−τ∗;α, ~)
− log(x) + 2̃~ log(x/α) + O2(1), if 0 < x ≤ α ≤ α∗

(4.195)

Here O(α2) is analytic in complex |α| ≤ α∗, and bounded uniformly in ~̃ = − 1
N0−1

,− 1
N0
,− 1

N0+1
. Furthermore,

the two terms O1(1), resp. O2(1) refer to smooth functions of τ, α (and thus also of x), uniformly bounded in

0 < α ≤ α∗, −∞ < τ ≤ −τ∗, and so that for all k, ℓ ≥ 0 one has ∂k
x∂
ℓ
αO1(1) = O(x−kα−ℓ) in the parameter

regime of the first line of (4.195), resp. ∂k
x∂
ℓ
αO2(1) = O(α−k−ℓ) in the regime of the second line of (4.195).

Based on Proposition 4.41, we have the analogues of Lemma 4.29–Lemma 4.31.

Lemma 4.42. The functions a1(ζ;α, ~̃) from Lemma 4.40 satisfy the bounds

|∂ℓαa1(ζ;α, ~̃)| ≤ Cℓ〈α〉−ℓ〈ζ〉−
3
2 , ζ ≤ 0,

|∂k

ζ
∂ℓαa1(ζ;α, ~̃)| ≤ Ck,ℓ 〈α〉−ℓ



|ζ |− 3
2
−k −∞ < ζ ≤ −1

|ζ | 12−k −1 < ζ ≤ −|̃~| 23
|̃~| 1−2k

3 −|̃~| 23 ≤ ζ ≤ 0,

(4.196)

for all ℓ ≥ 0, k ≥ 1, α > 0, and ~̃ = − 1
N0−1

,− 1
N0
,− 1

N0+1
, ....
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Lemma 4.43. The functions a0(ζ;α, ~̃) from Lemma 4.40 satisfy the bounds

|∂ℓαa0(ζ;α, ~̃)| ≤ Cℓ α
−ℓ〈ζ〉− 3

2 , ζ ≥ 0,

|∂k

ζ
∂ℓαa0(ζ;α, ~̃)| ≤ Ck,ℓ α

−ℓ



ζ
− 3

2
−k

1 < ζ < ∞
ζ

1
2
−k |̃~| 23 < ζ ≤ 1

|̃~| 1−2k
3 0 ≤ ζ ≤ |̃~| 23

(4.197)

for all ℓ ≥ 0, k ≥ 1, α & 1, and ~̃ = − 1
N0−1

,− 1
N0
,− 1

N0+1
, ....

and

Lemma 4.44. The functions a0(ζ;α, ~̃) from Lemma 4.40 satisfy the bounds

|∂ℓαa0(ζ;α, ~̃)| ≤ Cℓ α
−ℓ[〈ζ〉− 3

2 +min(1, x(ζ;α, ~̃)2/α2)
]
, ζ ≥ 0, (4.198)

for all ℓ ≥ 0, 0 < α ≪ 1, and ~̃ = − 1
N0−1

,− 1
N0
,− 1

N0+1
, .... Here x(ζ;α, ~̃) is the diffeomorphism from

Proposition 4.41. Furthermore, in the same parameter regime,

|∂ℓα∂k

ζ
a0(ζ;α, ~̃)| ≤ Ck,ℓ α

−ℓζ
k
2
[〈ζ〉− 3

2 +min(1, x(ζ;α, ~̃)2/α2)
]
, ζ ≥ 1, (4.199)

and

|∂ℓα∂k

ζ
a0(ζ;α, ~̃)| ≤ Ck,ℓ α

−ℓ


ζ
1
2
−k |̃~| 23 < ζ ≤ 1

|̃~| 1−2k
3 0 ≤ ζ ≤ |̃~| 23

(4.200)

With the above preparations, we can now state the result on Fourier basis for n ≥ N0.

Proposition 4.45. The distorted Fourier transform associated with −H+−n, n ≫ 1, takes the following form:

f̂ (ξ) =

∫ ∞

0

φ−n(R, ξ) f (R) dR, f (R) =

∫ ∞

0

φ−n(R, ξ) f̂ (ξ)ρ−n(dξ) (4.201)

with

φn(R; ξ) = |̃~| 13α− 1
2 q−

1
4 (τ)Ai(−|̃~|− 2

3 τ)(1 + |̃~|a0(−τ;α, ~̃))

= |̃~|− 1
6 ξ−

1
4 q−

1
4 (τ)Ai(−|̃~|− 2

3 τ)(1 + |̃~|a0(−τ;α, ~̃))

τ = τ(x;α, ~̃), x = αR ≤ 1, α = |̃~|ξ 1
2

(4.202)

Here τ = τ(x;α, ~̃) as in (4.187), q is defined in (4.188). One has φ−n(R; ξ) ∼ |̃~|n− 1
2 ξ

n−1
2 Rn− 1

2 as Rξ
1
2 → 0+.

For x ≥ 1

φ−n(R; ξ) = −c1 |̃~|−
1
6 ξ−

1
4 q−

1
4 (τ)Re

((
1 + |̃~|Ξ(ξ; ~̃)

)(
Ai(−|̃~|− 2

3 τ) + iBi(−|̃~|− 2
3 τ)

)
(1 + |̃~|a1(τ;α, ~̃))

)

∼ −c2ξ
− 1

4 Re
((

1 + |̃~|Ξ(ξ; ~̃)
)
ei π4 eiξ

1
2 R

)
as Rξ

1
2 → ∞, (4.203)
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where c1, c2 > 0 are absolute constants and |∂k
ξ
Ξ(ξ; ~̃)| ≤ Ck ξ

−k for all k ≥ 0 uniformly in ~̃. The spectral

measure ρ−n is purely absolutely continuous with density satisfying

1

2
≤ dρ−n(ξ)

dξ
≤ 2,

∣∣∣∣
dℓ

dξℓ
dρ−n(ξ)

dξ

∣∣∣∣ ≤ Cℓ ξ
−ℓ, ∀ ξ > 0, ℓ ≥ 0 (4.204)

uniformly in n. For the higher order derivatives of φ−n(R, ξ) we have

(R∂R)kφ−n(R, ξ) ∼ |̃~|n− 1
2 ξ

n−1
2 Rn− 1

2 , (ξ∂ξ)
kφ−n(R, ξ) ∼ |̃~|n− 1

2 ξ
n−1

2 Rn− 1
2 , as Rξ

1
2 → 0+,

and

(R∂R)k

(
e−iRξ

1
2
φ−n(R, ξ)

)
∼ c8ξ

− 1
4 , (ξ∂ξ)

k

(
e−iRξ

1
2
φ−n(R, ξ)

)
∼ c9ξ

− 1
4 as Rξ

1
2 → ∞.

Remark 4.46. Proposition 4.39 and Proposition 4.45 show that the Fourier basis constructed for large and

small |̃~| have the same asymptotic behavior as Rξ
1
2 → 0+ and Rξ

1
2 → ∞.

Remark 4.47. One can easily follow the same procedure in Proposition 4.38 to show that the Fourier

transform and its inverse transform exist for C2-functions f satisfying
∫ ∞

0

(
R−1| f (R)| + | f ′(R)| + R| f ′′(R)|

)
dR < ∞.

Remark 4.48. Based on Proposition 4.39 and Proposition 4.45, one can follow similar procedures in the

proof of these two propositions to show that the spectral measure density
dρ−n(ξ)

dξ
associated to φ−n(R, ξ)

satisfies

C−1 ≤ dρ−n(ξ)

dξ
≤ C,

∣∣∣∣∣∣
dℓ

dξℓ
dρ−n(ξ)

dξ

∣∣∣∣∣∣ ≤ Cℓξ
−ℓ, ∀ξ > 0, ℓ > 0, n ≥ 2.

Here the spectral measure density
dρ−n(ξ)

dξ
is given by

dρ−n(ξ)

dξ
=

1

4π|a−(ξ)|2 .

5. Transference identities

5.1. The identities for angular momenta n ≥ 2 and n ≤ −2.

5.1.1. n ≥ 2. Let us define the operator K~ as

R̂∂Ru = −2ξ∂ξû +K~û. (5.1)

Here the Fourier transform is taken with respect to the Fourier basis φ(R, ξ; ~) = R−
1
2φ∗(R, ξ; ~) in L2(R dR)

introduced in the previous section, with φ∗(R, ξ; ~) being the Fourier basis in L2(dR). Let ρn(dξ) be the

spectral measure associated with φ∗(R, ξ; ~), where ~ = 1
n+1

. We have

x(ξ) := F∗
(
R

1
2 f (R)

)
(ξ) = 〈R− 1

2φ∗(R, ξ; ~), f (R)〉L2
RdR
,

f (R) =

∫ ∞

0

x(ξ)R−
1
2φ∗(R, ξ; ~)ρn(dξ).



92 JOACHIM KRIEGER, SHUANG MIAO, AND WILHELM SCHLAG

Then one can easily check that the following Plancherel identity holds:

‖ f ‖2
L2

RdR

= ‖〈 f ,R− 1
2φ∗〉L2

RdR
‖2

L2
ρn(dξ)

.

Therefore ρn(dξ) is also the spectral measure for φ(R, ξ; ~). The main result of this section is:

Proposition 5.1. For any 0 < ~ = 1
n+1
≤ 1

3
the operator K~ is given by

K~ f (ξ) = −

2 f (η) +
η
(

dρn

dη
(η)

)′

dρn(η)

dη

f (η)

 δ(η − ξ) +
(
K (0)

~
f
)

(ξ)

where the off-diagonal part K (0)

~
has a kernel K0(ξ, η; ~) given by

K0(ξ, η; ~) =

dρn(η)

dη

ξ − η F(ξ, η; ~) (5.2)

and the symmetric function F(ξ, η; ~) satisfies (for any 0 ≤ k ≤ k0 and sufficiently small ~ = ~(k0), where k0

is arbitrary but fixed, and ξ ≤ η)

|F(ξ, η; ~)| .
(
~ξ

1
2

)−1

min

{
1,

(
~ξ

1
2

)3
}
·G := Γ~. (5.3)

with

G :=



min

{
1,

(
~ξ

1
2

) 1
4

∣∣∣∣η
1
2 − ξ 1

2

∣∣∣∣
− 1

4

}
, for

∣∣∣∣∣∣
η

1
2

ξ
1
2

− 1

∣∣∣∣∣∣ . 1,

~

(
~ξ

1
2

)−1
min

{
1, ~ξ

1
2

}
·
(
ξ

1
2

η
1
2

)k

, for

∣∣∣∣∣∣
η

1
2

ξ
1
2

− 1

∣∣∣∣∣∣≫ 1.

(5.4)

For ~ & 1, we have, for any N > 0

|F(ξ, η; ~)| . Γn :=



η| log η| · ξ
1
2

η
1
2

, for η≪ 1,

max{ξ− 1
2 η−

1
2 , η−

1
4 ξ−

1
4 } ·

(
ξ

1
2

η
1
2

)n

·
( 〈ξ〉
η

)N
, for η & 1

. (5.5)

For the derivatives of F(ξ, η; ~), we have, for k1 + k2 ≤ 2∣∣∣∣∣∣∂
k1

ξ
1
2

∂
k2

η
1
2

F(ξ, η; ~)

∣∣∣∣∣∣ . max

{
1,

(
~ξ

1
2

)−k1
}
·max

{
1,

(
~η

1
2

)−k2
}
· Γ (5.6)

Here Γ is Γ~ if ~ ≪ 1, and Γn if ~ & 1. The following estimate holds for trace-type derivatives for ~ ≪ 1:∣∣∣∣∣∣
(
∂
ξ

1
2
+ ∂

η
1
2

)k

F(ξ, η; ~)

∣∣∣∣∣∣ ≤ Ck ξ
− k

2 · Γ, if ξ ≃ η, |η − ξ| ≤ ~ 2
3 ξ (5.7)

for all k ≥ 0.

Proof. For simplicity, we will often drop ~ from the notation. For example, we write φ(R, ξ) for φ(R, ξ; ~)

etc. We also write ρn(dξ) = ρ(ξ) dξ. For f ∈ C∞
0

((0,∞)) define

u(R) =

∫ ∞

0

φ(R, ξ) f (ξ) ρ(ξ) dξ
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This function decays rapidly in R due to the oscillations of φ(R, ξ), see Proposition 4.32. Thus,

R̂∂Ru(ξ) =

〈∫ ∞

0

R∂Rφ(R, η) f (η)ρ(η) dη, φ(R, ξ)

〉

L2(R dR)

=

〈∫ ∞

0

[R∂R − 2η∂η]φ(R, η) f (η)ρ(η) dη, φ(R, ξ)

〉

L2(R dR)

− 2

〈∫ ∞

0

φ(R, η)∂η (η f (η)ρ(η)) dη, φ(R, ξ)

〉

L2(R dR)

=

〈∫ ∞

0

[R∂R − 2η∂η]φ(R, η) f (η)ρ(η) dη, φ(R, ξ)

〉

L2(R dR)

(5.8)

− 2 f (ξ) − 2
ξρ′(ξ)

ρ(ξ)
f (ξ) − 2ξ f ′(ξ)

We used that as limit of distributions

lim
L→∞
〈χ(R/L)φ(R, η), φ(R, ξ)〉L2(R dR) = ρ(ξ)−1δ(ξ − η) (5.9)

where χ is compactly supported smooth bump function which equals 1 on [0, 1]. It follows that

K f (η) =

〈∫ ∞

0

f (ξ)[R∂R − 2ξ∂ξ]φ(R, ξ)ρ(ξ)dξ, φ(R, η)

〉

L2
RdR

− 2

(
1 +

ηρ′(η)

ρ(η)

)
f (η).

(5.10)

To extract any δ(ξ − η) appearing from the RdR integral in the first line here we recall from Proposition 4.32

and (4.161) that

φ(R, ξ) = 2R−
1
2 Re (a(ξ)ψ+(R;α))

= 2~−
1
6 (Rξ

1
2 )−

1
2 q−

1
4 (τ)Re

(
a(ξ)

(
Ai(−~− 2

3 τ) − iBi(−~− 2
3 τ)

)
(1 + ~a1(−τ;α))

)

ψ+(R, ξ; ~) = ~
1
3α−

1
2 q−

1
4 (Ai(−~− 2

3 τ) − iBi(−~− 2
3 τ))(1 + ~a1(−τ;α, ~))

(5.11)

By Lemma 4.29 we have for all τ ≥ 0

|∂ℓα∂k
τa1(τ;α)| ≤ Cℓ,k〈α〉−ℓ〈τ〉−

3
2
−k ∀ k, ℓ ≥ 0 (5.12)

and by (4.124),

Ai(−~− 2
3 τ) − iBi(−~− 2

3 τ) = π−
1
2 e−i π

4 ~
1
6 τ−

1
4 ei 2

3~
τ

3
2 (

1 + ~O(τ−
3
2 )
)

τ→ ∞

Inserting this into (5.11) we obtain

φ(R, ξ) = 2π−
1
2 (Rξ

1
2 )−

1
2 (τq(x;α, ~))−

1
4 Re

(
a(ξ)ei 2

3~
τ

3
2
e−i π

4 (1 + ~ã1(−τ;α))
)

(5.13)
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where ã1 satisfies the same bounds (5.12) as a1. Here x = ~ξ
1
2 R and Q0 is defined in (4.66). By (4.86) and

Lemma 4.13

τ−
1
4 q−

1
4 = (1 + ρ′(x;α, ~))−

1
2

2

3
τ

3
2 = x − y(α; ~) + ρ(x;α, ~),

Writing a1 in place of ã1 for simplicity (since both satisfy (5.12)) we conclude that

φ(R, ξ) = 2π−
1
2 (Rξ

1
2 )−

1
2 (1 + ρ′(~ξ

1
2 R;α, ~))−

1
2 Re

(
a(ξ)eiξ

1
2 Re

i
~

[−y(α;~)+ρ(~ξ
1
2 R;α,~)](1 + ~a1(−τ;α))

)
(5.14)

For a function g of the form g = g(x;α, ~), we have

R∂Rg − 2ξ∂ξg = −~ξ
1
2 ∂αg = −α∂αg. (5.15)

Thus, applying this differential operator to (5.14) yields

(R∂R − 2ξ∂ξ)φ(R, ξ) = −2π−
1
2 (Rξ

1
2 )−

1
2 Re

(
2ξa′(ξ)eiξ

1
2 Re

i
~

[−y(α;~)+ρ(~ξ
1
2 R;α,~)](1 + ~a1(−τ;α))

)

+2~−1π−
1
2α(Rξ

1
2 )−

1
2 Re

(
i∂αy(α; ~)a(ξ)eiξ

1
2 Re

i
~

[−y(α;~)+ρ(~ξ
1
2 R;α,~)](1 + ~a1(−τ;α))

)

− 2~π−
1
2α(Rξ

1
2 )−

1
2 Re

(
a(ξ)eiξ

1
2 Re

i
~

[−y(α;~)+ρ(~ξ
1
2 R;α,~)]∂αa1(−τ;α)

)
+ O(R−

5
2 )

= −2π−
1
2 (Rξ

1
2 )−

1
2 Re

{
ei~−1Ψ(R;ξ,~)

([
2ξa′(ξ)−iξ

1
2 a(ξ)∂αy(α, ~)

]
(1 + ~a1(−τ;α)) + ~αa(ξ)∂αa1(−τ;α)

)}

+ O(R−
5
2 )

as R→ ∞ where

Ψ(R; ξ, ~) = ~ξ
1
2 R − y(α; ~) + ρ(~ξ

1
2 R;α, ~)

The final O(R−
5
2 ) is a result of the derivatives α∂α falling onto the ρ terms. In addition, we used that

(1 + ρ′(~ξ
1
2 R;α, ~))−

1
2 = 1 + O(R−2). It does not contribute to the diagonal ξ = η and we therefore ignore

it. Using that Re zRe w = 1
2
(Re (zw) + Re (zw)) we infer that the δ measure on the diagonal in the integral,

cf. (5.8)

lim
A→∞

∫ A

0

[R∂R − 2ξ∂ξ]φ(R, ξ)φ(R, η)R dR

comes from the expression

−2π−1(ξη)−
1
4 lim

L→∞
Re

∫ ∞

0

ei~−1[Ψ(R;ξ,~)−Ψ(R;η,~)]
([

2ξa′(ξ)−iξ
1
2 a(ξ)∂αy(α, ~)

]
(1 + ~a1(−τ;α))

+ ~αa(ξ)∂αa1(−τ;α)
)
a(η)(1 + ~a1(−σ; β))χ1(R)χ2(R/L) dR =: I(ξ, η; ~)

(5.16)

which is to be evaluated as a distributional limit as L→ ∞. Here χ1 is a s smooth cutoff which equals 1 near

∞ and which vanishes near 0, and χ2 = 1 − χ1. It depends on the compact subset of (0,∞) which holds ξ, η.

Furthermore, α is above, β = ~η
1
2 , and σ is associated with y = ~η

1
2 R the same way that τ is to x. We claim

that we can discard all terms involving a1 from I(ξ, η; ~) as they do not contribute to δ on the diagonal. We

note that by the relation between τ and R we have a1(−τ;α) = O(R−1) as R → ∞, with symbol behavior

under differentiation in R. Moreover this bound is uniform in ξ in a compact set in (0,∞).
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We first rewrite the phase as follows

~
−1[Ψ(R; ξ, ~) − Ψ(R; η, ~)] = R(ξ

1
2 − η 1

2 )[1 + Ω(R; ξ, η, ~)] − ~−1[y(~ξ
1
2 ; ~) − y(~η

1
2 ; ~)]

Ω(R; ξ, η, ~) = ~−1R−1(ξ
1
2 − η 1

2 )−1[ρ(~ξ
1
2 R; ~ξ

1
2 , ~) − ρ(~η

1
2 R; ~η

1
2 , ~)]

=

∫ 1

0

[ρx(Rγ(s); γ(s), ~) + R−1ρα(Rγ(s); γ(s), ~)] ds

γ(s) = ~η
1
2 + s~(ξ

1
2 − η 1

2 )

(5.17)

By Lemma 4.13, one has |Ω(R; ξ, η, ~)| . R−2. We introduce the new variable

R̃ := R[1 + Ω(R; ξ, η, ~)],
dR̃

dR
= 1 + ∂R(RΩ(R; ξ, η, ~)) = 1 + O(R−2)

in (5.16). The O(R−2) here as R → ∞ is uniform in ξ, η from a compact subset of (0,∞). Hence, this error

term makes a bounded contribution to (5.16) and cannot contribute to any δ measure. Consequently, we can

ignore the Ω term in the phase of I(ξ, η; ~), see (5.17).

Returning to the claim about a1, note that an oscillatory integral of the form

∫ ∞

0

eiRζω(R)χ1(R)χ2(R/L) dR =: fL(ζ) (5.18)

where ω(R) = O(R−1) has the property that fL converges strongly in L2(R) to some f ∈ L2(R). But this

means in particular that any such expression cannot converge in the sense of distributions to an expression

with a δ0(ζ) component.

In summary, any δ measure arising in (5.16) is already present in the simpler expression

−2π−1(ξη)−
1
4 lim

L→∞
Re

∫ ∞

0

eiR(ξ
1
2 −η

1
2 )[2ξa′(ξ)−iξ

1
2 a(ξ)∂αy(α, ~)

]
a(η)χ1(R)χ2(R/L) dR =: I0(ξ, η; ~)

Note that we have also discarded the factor e−i~−1[y(~ξ
1
2 ;~)−y(~η

1
2 ;~)] in the integral since it equals 1 on the

diagonal. By standard Fourier analysis, since y is real-valued

I0(ξ, η; ~) = −2π−1π(ξη)−
1
4 Re

[
2ξa′(ξ)−iξ

1
2 a(ξ)∂αy(α, ~)

]
a(η)δ(ξ

1
2 − η 1

2 ) + O(1)

= −8ξRe a′(ξ)a(ξ)δ(ξ − η) + O(1) = −4ξ
d

dξ

(|a(ξ)|2)δ(ξ − η) + O(1)

as ξ → η. By (4.12) and the asymptotics of ψ+ in (5.11),

W(ψ(·, ξ), ψ(·, ξ)) = −2iπ−1

ρ(ξ) =
1

2iπ|a(ξ)|2W(ψ(·, ξ), ψ(·, ξ))
= (4|a(ξ)|2)−1

Recall that we are denoting the density of the spectral measure by ρ. Returning to (5.10) we finally obtain

the exact δ-measure contribution to the operator K . With an operator K (0) whose Schwartz kernel contains
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no δ measure on the diagonal,

K f (η) = − ρ(η)η
d

dη

(
4|a(η)|2) f (η) − 2

(
1 +

ηρ′(η)

ρ(η)

)
f (η) + (K (0) f )(η)

= −ρ(η)η
d

dη

(
ρ(η)−1) f (η) − 2

(
1 +

ηρ′(η)

ρ(η)

)
f (η) + (K (0) f )(η)

= −
(
2 +

ηρ′(η)

ρ(η)

)
f (η) + (K (0) f )(η)

(5.19)

in agreement with the statement of the proposition.

To determine the off-diagonal part of the operator K , choose a function f ∈ C∞
0

((0,∞)) and define u(R)

to be the function

u(R) :=

∫ ∞

0

f (ξ)
(
R∂R − 2ξ∂ξ

)
φ(R, ξ)ρ(ξ)dξ,

With φ(R, ξ) the Fourier basis of H+n , we have −H+n φ(R, ξ) = ξφ(R, ξ). Therefore

η (K f ) (η) − K (ξ f (ξ)) (η)

= 〈u, ηφ(R, η)〉L2
RdR
−

〈∫ ∞

0

ξ f (ξ)
(
R∂R − 2ξ∂ξ

)
φ(R, ξ)ρ(ξ)dξ, φ(R, η)

〉

L2
RdR

= − 〈
H+n u, φ(R, η)

〉
L2

RdR
−

〈∫ ∞

0

ξ f (ξ)
(
R∂R − 2ξ∂ξ

)
φ(R, ξ)ρ(ξ)dξ, φ(R, η)

〉

L2
RdR

.

On the other hand,
∫ ∞

0

ξ f (ξ)
(
R∂R − 2ξ∂ξ

)
φ(R, ξ)ρ(ξ)dξ

= −
∫ ∞

0

f (ξ)
(
R∂R − 2ξ∂ξ

) (
H+n φ(R, ξ)

)
ρ(ξ)dξ + 2

∫ ∞

0

ξ f (ξ)φ(R, ξ)ρ(ξ)dξ

=

∫ ∞

0

f (ξ)
[
H+n ,R∂R

]
φ(R, ξ)ρ(ξ)dξ + 2

∫ ∞

0

ξ f (ξ)φ(R, ξ)ρ(ξ)dξ − H+n u.

The commutator
[
H+n ,R∂R

]
is given by

[H+n ,R∂R] = 2H+n + R( fn − gn)′ + 2 fn − 2gn := 2H+n +W+n (R),

and by the explicit expressions (3.35) for fn(R) and gn(R), we have

R∂R fn + 2 fn =
16

(R2 + 1)2
− 32

(R2 + 1)3
, R∂Rgn + 2gn = −

8n

(R2 + 1)2
,

W+n (R) =
16

(R2 + 1)2
− 32

(R2 + 1)3
+

8n

(R2 + 1)2
.

(5.20)

Therefore we conclude that

η(K f )(η) − [K(ξ f (ξ))](η) = −
∫ ∞

0

f (ξ)
〈
W+n (R)φ(R, ξ), φ(R, η)〉L2

RdR
ρ(ξ) dξ
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The kernel function F(ξ, η; ~) from (5.2) is therefore given by

F(ξ, η; ~) :=

∫ ∞

0

W+n (R)φ(R, ξ; ~)φ(R, η; ~)R dR (5.21)

Recall from (5.13) and (5.14) the following representation of the oscillatory regime

φ(R, ξ) = 2~−
1
6 (Rξ

1
2 )−

1
2 q−

1
4 (τ)Re

(
a(ξ)

(
Ai(−~− 2

3 τ) − iBi(−~− 2
3 τ)

)
(1 + ~a1(−τ;α))

)

= 2π−
1
2 (Rξ

1
2 )−

1
2 (τq(x;α, ~))−

1
4 Re

(
a(ξ)ei 2

3~
τ

3
2
e−i π

4 (1 + ~ã1(−τ;α))
)

= 2π−
1
2 (Rξ

1
2 )−

1
2 (1 + ρ′(~ξ

1
2 R;α))−

1
2 Re

(
a(ξ)eiξ

1
2 Re

i
~

[−y(α)+ρ(~ξ
1
2 R;α)](1 + ~ã1(−τ;α))

)
(5.22)

where ρ′(~ξ
1
2 R;α) is governed by (4.86) and Lemma 4.13, and a(ξ) is as in (4.163). Here in view of (4.124)

and Lemma 4.29, ã1(−τ;α) satisfies |ã1(−τ;α)| . |τ|− 3
2 as well as

∣∣∣∂ℓτã1(−τ;α)
∣∣∣ . |τ|− 3

2
−ℓ for all ~

2
3 . τ. For

ease of notation we suppress ~ from some of the notation (i.e., we write φ(R, ξ) in place of φ(R, ξ; ~), a(ξ)

instead of a(ξ; ~) etc.).

On the other hand, to the left of the turning point, i.e., for x = ~ξ
1
2 R ≤ xt, one has, cf. (4.152) which we

need to multiply by R−
1
2 ,

φ(R; ξ) = ~
1
3 x−

1
2 q−

1
4 (τ)Ai(−~− 2

3 τ)(1 + ~a0(−τ;α, ~))

= ~
1
2 (x2Q0(x, α))−

1
4 e−

2
3~

(−τ)
3
2
(1 + ~ã0(−τ;α, ~))

(5.23)

Here ã0(−τ;α, ~) satisfies |ã0(−τ;α, ~)| . |τ|− 3
2 and

∣∣∣∂ℓτã0(−τ;α, ~)
∣∣∣ . |τ|− 3

2−ℓ for all τ . −~ 2
3 . The repre-

sentation (5.22) holds for τ ≥ C~
2
3 , and (5.23) holds for τ ≤ −C~

2
3 with some absolute constant C. Here

τ is the global variable defined by (4.72). The third line of (5.22) is only valid if τ ≥ C since then also

x = ~ξ
1
2 R ≫ 1 and ρ′(~ξ

1
2 R;α) = O(x−2), see Lemma 4.11. In the second line of (5.23) we absorbed the

error from the asymptotic expansion of Ai(−~− 2
3 τ) into the multiplicative correction (1 + ~ã0(−τ;α, ~)). To

pass to the second line we also used (4.73), which means that we can use this second line only sufficiently

far away from the unique zero of Q0 which is the turning point xt. Thus, we need, 0 < x < 1
2

xt. On the other

hand, if 1
2

xt ≤ x ≤ xt, then x ≃ 1, q ≃ 1.

Without loss of generality, in the rest of the proof we assume ξ ≤ η. We also first assume small ~. To

estimate (5.21) we consider two regimes: (Case A) ξ ≃ η and (Case B) ξ ≪ η.

We start with Case A: ξ ≃ η. We break the integral in (5.21) into three separate regions, namely x =

ξ
1
2 ~R ≥ C1 ≫ 1 (case A3), followed by x ≃ 1 (case A2), and finally 0 < x ≪ 1 (case A1).

With χ(ξ
1
2 ~R) a smooth cutoff to the region in case A3, and with α = ~ξ

1
2 , β = ~η

1
2 , and τ, τ̃ defined by

(4.72) relative to ξ and η, respectively,

F3(ξ, η; ~) :=

∫ ∞

0

W+n (R)φ(R, ξ; ~)φ(R, η; ~)χ(ξ
1
2 ~R)R dR (5.24)

= 4π−1

∫ ∞

0

W+n (R)(Rξ
1
2 )−

1
2 (1 + ρ′(~ξ

1
2 R;α))−

1
2 Re

(
a(ξ)eiξ

1
2 Re

i
~

[−y(α)+ρ(~ξ
1
2 R;α)](1 + ~ã1(−τ;α))

)

(Rη
1
2 )−

1
2 (1 + ρ′(~η

1
2 R; β))−

1
2 Re

(
a(η)eiη

1
2 Re

i
~

[−y(β)+ρ(~η
1
2 R;β)](1 + ~ã1(−τ̃; β))

)
χ(ξ

1
2 ~R)R dR
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= 4π−1(~ξ)−1ζ−
1
2

∫ ∞

0

W+n (x/α)(1 + ρ′(x;α))−
1
2 Re

(
a(ξ)e

i
~

[x−y(α)+ρ(x;α)](1 + ~O(x−1))
)

(1 + ρ′(xζ; β))−
1
2 Re

(
a(η)e

i
~

[xζ−y(β)+ρ(xζ;β)](1 + ~O(x−1))
)
χ(x) dx (5.25)

where ζ = (η/ξ)
1
2 ≃ 1. The third equality sign follows by a change of variables and the behavior of a1 under

differentiation in τ, and thus in x. The notation O(x−1) refers to symbol-type behavior under differentiation.

Then, on the one hand, placing absolute values inside the integrals yields

|F3(ξ, η; ~)| . ~−1ξ−
1
2

∫

ξ
1
2 ~R&1

〈R〉−4 dR . (~ξ
1
2 )−1 min(1, (~ξ

1
2 )3) (5.26)

On the other hand, integrating by parts in (5.25) yields

|F3(ξ, η; ~)| . (~ξ
1
2 )−1|ξ 1

2 − η 1
2 |−1 min(1, (~ξ

1
2 )4) (5.27)

Indeed, the oscillatory terms in (5.25) are of the form e±
i
~
Φ+(x,α;~,ζ) and e±

i
~
Φ−(x,α;~,ζ) where

Φ±(x, α; ~, ζ) = x(ζ ± 1) ± ρ(x;α) + ρ(xζ;αζ) (5.28)

We will only discuss the destructive interference given by Φ− as Φ+ contributes less. One has

∂xΦ−(x, α; ~) = (ζ − 1)
{
1 +

∫ 1

0

[
(ρx + y(s)ρxx)(y(s), d(s))) + d(s)ρxα(y(s), d(s))

]
ds

}

= (ζ − 1)[1 + O(x−2)]

(5.29)

with y(s) = x(1 − s + sζ), d(s) = α(1 − s + sζ), where the final O(x−2) is a consequence of Lemma 4.13.

Using that

(i~−1∂xΦ−(x, α; ~, ζ))−1∂xe
i
~
Φ−(x,α;~,ζ) = e

i
~
Φ−(x,α;~,ζ)

one integration by parts in (5.25) yields

|F3(ξ, η; ~)| . (~ξ)−1|1 − ζ |−1

∫ ∞

1

(
〈x/α〉−6xα−2 + 〈x/α〉−4x−2

)
dx

. (~ξ)−1|1 − ζ |−1 min(1, (~ξ
1
2 )4),

which is the same as (5.27). After ℓ ≥ 1 integrations by parts we obtain

|F3(ξ, η; ~)| . (~ξ
1
2 )−2
~
ℓ|1 − ζ |−ℓ min(1, (~ξ

1
2 )4)

. (~ξ
1
2 )ℓ−2|ξ 1

2 − η 1
2 |−ℓ min(1, (~ξ

1
2 )4)

(5.30)

Combining (5.26) with (5.30) (with ℓ = 5) one obtains with α = ~ξ
1
2 ,

|F3(ξ, η; ~)| . α−1 min(1, α3) min
(
1, α5|ξ 1

2 − η 1
2 |−5) (5.31)
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We now turn to case A2, i.e., the second integral for which x ≃ 1, i.e., −C ≤ τ ≤ C with some arbitrary but

fixed constant C. Then, in view of (5.23) and (5.22), with a smooth cutoff χ(x) to x ≃ 1,

F2(ξ, η; ~) :=

∫ ∞

0

W+n (R)φ(R, ξ; ~)φ(R, η; ~)χ(x)R dR

=

∫ ∞

0

W+n (R)χ(αR)R ~
1
3 x−

1
2 q−

1
4 (τ)

[
Ai(−~− 2

3 τ)(1 + ~a0(−τ;α, ~))χ
[τ.~

2
3 ]
+

+ 2Re
(
a(ξ)

(
Ai(−~− 2

3 τ) − iBi(−~− 2
3 τ)

)
(1 + ~a1(−τ;α))

)
χ

[τ&~
2
3 ]

]

~
1
3 x̃−

1
2 q̃−

1
4 (τ̃)

[
Ai(−~− 2

3 τ̃)(1 + ~a0(−τ̃; β, ~))χ
[τ̃.~

2
3 ]
+

+ 2Re
(
a(η)

(
Ai(−~− 2

3 τ̃) − iBi(−~− 2
3 τ̃)

)
(1 + ~a1(−τ̃; β))

)
χ

[τ̃&~
2
3 ]

]
dR

(5.32)

Here χ
[τ.~

2
3 ]

and χ
[τ&~

2
3 ]

are smooth cutoffs to the indicated regions and a partition of unity, i.e.,

χ
[τ.~

2
3 ]
+ χ

[τ&~
2
3 ]
= 1.

In (5.32), we are passing beyond the turning point in the non-oscillatory fundamental solution by an amount

≃ ~ 2
3 , cf. Remark 4.33. As usual, τ̃ and β = ζα play the role of τ and α, respectively, with η in place of ξ.

To handle case A2, we analyze τ̃ as a function of τ. By Lemmas 4.10 and 4.11 we have

τ = (x − xt(α))Φ(x;α), τ̃ = (ζx − xt(ζα))Φ(ζx; ζα)

where |∂αΦ(x, α)| + |∂αxt(α)| . ~〈α〉−3. In particular, τ = 0 corresponds to (with xt = xt(α))

τ̃0 := (ζxt(α) − xt(ζα))Φ(ζxt; ζα)

= (ζ − 1)
[
xt − α

∫ 1

0

x′t (sζα + (1 − s)α) ds
]
Φ(ζxt; ζα) = (ζ − 1)

[
1 + O(~)

]
,

(5.33)

see (4.70), and

τ̃ = ζτ
Φ(ζx; ζα)

Φ(x;α)
+ τ̃0 ·

Φ(ζx; ζα)

Φ(ζxt; ζα)
(5.34)

Since ζ ≥ 1, we have τ̃0 ≥ 0. By Lemma 4.11, we have

Φ(ζx; ζα) ≃ 1, Φ(x;α) ≃ 1

and thus

τ̃ ≃ τ + ζ − 1 (5.35)

uniformly in the parameters. It follows that, see (4.73),

∂τ̃

∂τ
= ζ
Φ(ζx; ζα)

Φ(x;α)
+ ζτ

(
Φ(ζx; ζα)

Φ(x;α)

)

x

q−
1
2 + τ̃0

(
Φ(ζx; ζα)

Φ(ζxt; ζα)

)

x

q−
1
2

2

3
∂τ

(
τ̃

3
2 − τ 3

2

)
= τ

1
2

(
−1 +

∂τ̃

∂τ

)
+

τ̃ − τ
τ

1
2 + τ̃

1
2

∂τ̃

∂τ

(5.36)
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We claim that the functions R,S defined by

ζ
Φ(ζx; ζα)

Φ(x;α)
− 1 =: (ζ − 1)R(ζ, x;α, ~)

(
Φ(ζx; ζα)

Φ(x;α)

)

x

=: (ζ − 1)S(ζ, x;α, ~)

(
Φ(ζx; ζα)

Φ(ζxt; ζα)

)

x

=: T (ζ, x;α, ~)

(5.37)

satisfy uniformly in this regime of parameters

|R(ζ, x;α, ~)| + |S(ζ, x;α, ~)| + |T (ζ, x;α, ~)| . 1 (5.38)

To estimate R, we write

(ζ − 1)Φ(ζx; ζα) + Φ(ζx; ζα) − Φ(x;α) = (ζ − 1)R(ζ, x;α, ~)Φ(x;α).

The difference on the left-hand side is

Φ(ζx; ζα) − Φ(x;α) =(ζ − 1)

∫ 1

0

(x(∂xΦ) + α(∂αΦ)) (sζx + (1 − s)x; sζα + (1 − s)α) ds (5.39)

By (4.77), |α∂αΦ| . ~ and |∂xΦ| . 1, whence |R(ζ, x;α, ~)| . 1. For S(ζ, x;α, ~) we consider
(
Φ(ζx; ζα)

Φ(x;α)

)

x

=

(
Φ(ζx; ζα) − Φ(x;α)

Φ(x;α)

)

x

= − Φ(ζx; ζα) − Φ(x;α)

Φ(x;α)2
· ∂xΦ(x;α) +

(Φ(ζx; ζα) − Φ(x;α))x

Φ(x;α)

=:(ζ − 1)(I + II).

|∂xΦ(x;α)| . 1 and (5.39) imply |I| . 1. Furthermore,

∂x(Φ(ζx; ζα) − Φ(x;α))

=(ζ − 1)

∫ 1

0

((
(ζ − 1)x2(∂2

xΦ) + (ζ − 1)xα(∂2
xαΦ) + ∂xΦ

)
(sζx + (1 − s)x; sζα + (1 − s)α)

)
ds.

(5.40)

Bounding the integrand by Lemma 4.11 implies |II| . 1, whence |S(ζ, x;α, ~)| . 1. The estimate on

T (ζ, x;α, ~) follows from

T (ζ, x;α, ~) =

(
Φ(ζx; ζα)

Φ(ζxt; ζα)

)

x

=
ζ∂xΦ(ζx; ζα)

Φ(ζxt; ζα)
.

and (5.38) holds. Returning to (5.36), we conclude that

∂τ̃

∂τ
− 1 = (ζ − 1)

[R(ζ, x;α, ~) + ζτS(ζ, x;α, ~)q−
1
2+(1 + O(~))T (ζ, x;α, ~)q−

1
2
]

τ̃ − τ =
∫ τ

0

[
∂τ̃

∂τ
− 1

]
dv + τ̃0

= (ζ − 1)
[
1 + O(τ) + O(~)

]
,

(5.41)

where we invoked (5.33) to pass to the third line. By (5.36) and (5.35)

∂τ
(
τ̃

3
2 − τ 3

2
) ≃ (ζ − 1)(τ + τ̃0)−

1
2 ≃ (ζ − 1)(τ + ζ − 1)−

1
2 (5.42)
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uniformly in 0 ≤ τ ≪ 1, α > 0 and small ~ (recall that we are in the range 1 ≤ ζ . 1). We will also require

the following bound on the second derivatives
∣∣∣∣∣∂

2
τ

(
τ̃

3
2 − τ 3

2

)∣∣∣∣∣ . (ζ − 1)τ−
1
2 (τ + ζ − 1)−1 (5.43)

for the same regime of parameters. We write the left-hand side here in the form

4

3
∂2
τ

(
τ̃

3
2 − τ 3

2

)
= 2τ̃

1
2
∂2τ̃

∂τ2
+ τ̃−

1
2 − τ− 1

2 + τ̃−
1
2


(
∂τ̃

∂τ

)2

− 1

 (5.44)

The second term on the right-hand side is

τ̃−
1
2 − τ− 1

2 =
τ − τ̃

(τ̃τ)
1
2 (τ̃

1
2 + τ

1
2 )

= O

(
(ζ − 1)τ−

1
2 (τ + ζ − 1)−1

) (5.45)

and the third

τ̃−
1
2


(
∂τ̃

∂τ

)2

− 1

 = O

(
(ζ − 1)(τ + ζ − 1)−

1
2

)
(5.46)

Taking a derivative of (5.41) yields

∂2τ̃

∂τ2
= (ζ − 1)∂τ

[
R(ζ, x;α, ~) + ζτS(ζ, x;α, ~)q−

1
2+(1 + O(~))T (ζ, x;α, ~)q−

1
2

]
= O(ζ − 1)

The final bound here follows from the expressions for R etc. which we obtained above, see the calculations

leading from (5.38) to (5.41). In conclusion, (5.43) holds. We now break up (5.32) into two pieces, the first

being over τ . ~
2
3 (here ℓ stands for left):

F2ℓ(ξ, η; ~) =

∫ ∞

0

W+n (R)~
1
3 x−

1
2 q−

1
4 (τ)Ai(−~− 2

3 τ)(1 + ~a0(−τ;α, ~))χ
[τ.~

2
3 ]

~
1
3 x̃−

1
2 q̃−

1
4 (τ̃)

[
Ai(−~− 2

3 τ̃)(1 + ~a0(−τ̃; β, ~))χ
[τ̃.~

2
3 ]
+

+ 2Re
(
a(η)

(
Ai(−~− 2

3 τ̃) − iBi(−~− 2
3 τ̃)

)
(1 + ~a1(−τ̃; β))

)
χ

[τ̃&~
2
3 ]

]
χ(αR)R dR

(5.47)

This is estimated using only the size of the integrand:

|F2ℓ(ξ, η; ~)| . ~− 1
3α−2〈α−1〉−4

∫ ∞

−∞
χ

[−C≤τ.~
2
3 ]

〈
~
− 2

3 τ

〉− 1
4

exp

(
−2

3
~
−1|τ| 32

) 〈
~
− 2

3 τ̃

〉− 1
4

dτ (5.48)

We do not need to use the rapid decay of Ai(−~− 2
3 τ̃) for negative τ̃ since it does not improve the upper bound.

If −C ≤ τ ≤ −c with some small constant c > 0, then we obtain a gain of O(~∞) from the exponential. If

−c ≤ τ . ~ 2
3 , then we use (5.41) to write τ̃ = τ + (ζ − 1)(1 + o(1)). The dominant contribution to (5.48)

therefore comes from the interval |τ| ≃ ~ 2
3 whence

|F2ℓ(ξ, η; ~)| . α2〈α〉−4 min
(
~

1
3 , ~

1
4Λ

1
4
)
, (5.49)
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whereΛ := ~(ζ−1)−1 =
~ξ

1
2

η
1
2 −ξ

1
2

. By (5.41), τ & ~
2
3 implies the same for τ̃. Hence we can write F2r := F2−F2ℓ

in the form

F2r(ξ, η; ~) = 4~
2
3

∫ ∞

0

W+n (R)x−
1
2 q−

1
4 (τ)x̃−

1
2 q̃−

1
4 (τ̃)Re

(
a(ξ)

(
Ai(−~− 2

3 τ) − iBi(−~− 2
3 τ)

)
(1 + ~a1(−τ;α))

)

Re
(
a(η)

(
Ai(−~− 2

3 τ̃) − iBi(−~− 2
3 τ̃)

)
(1 + ~a1(−τ̃; β))

)
χ

[τ&~
2
3 ]
χ(x)R dR

Integrating by parts using (5.42) and (5.43) requires that ~
2
3 . τ ≪ 1. Thus, we split F2r further by means

of a partition of unity:

F2r = F2r1 + F2r2.

Here F2r1 covers the integration over ~
2
3 . τ ≪ 1, and F2r2 deals with τ ≃ 1. Changing variables via

dR = α−1q−
1
2 dτ yields

F2r1(ξ, η; ~) := 4~
2
3α−2

∫ ∞

−∞
W+n (R)χ(x)Re

(
a(ξ)

(
Ai(−~− 2

3 τ) − iBi(−~− 2
3 τ)

)
(1 + ~a1(−τ;α))

)

x
1
2 q−

3
4 (τ)x̃−

1
2 q̃−

1
4 (τ̃)Re

(
a(η)

(
Ai(−~− 2

3 τ̃) − iBi(−~− 2
3 τ̃)

)
(1 + ~a1(−τ̃; β))

)
χ

[1≫τ&~
2
3 ]

dτ

The dominant contributions are made by the resonant terms due to phases exhibiting opposite signs. Without

loss of generality it suffices to bound

F+−2r1(ξ, η; ~) := ~α−2

∫ ∞

−∞
W+n (R)a(ξ)a(η)e

2i
3~

(τ̃
3
2 −τ

3
2 )(1 + ~ã1(−τ;α))

)

x
1
2 q−

3
4 (τ)x̃−

1
2 q̃−

1
4 (τ̃)τ−

1
4 τ̃−

1
4 (1 + ~ã1(−τ̃; β))

)
χ

[1≫τ&~
2
3 ]

dτ

=
3

2
i~2α−2a(ξ)a(η)

∫ ∞

−∞
e

2i
3~

(τ̃
3
2 −τ

3
2 )∂τ

{
[∂τ

(
τ̃

3
2 − τ 3

2
)
]−1

[
W+n (R)(1 + ~ã1(−τ;α))

x
1
2 q−

3
4 (τ)x̃−

1
2 q̃−

1
4 (τ̃)τ−

1
4 τ̃−

1
4 (1 + ~ã1(−τ̃; β))χ

[1≫τ&~
2
3 ]

]}
dτ

(5.50)

The second expression, which was obtained by integration by parts, is only useful if ξ and η are not too

close. We estimate the first term on the right-hand side of (5.50) by passing absolute values inside yielding

|F+−2r1(ξ, η; ~)| . α2〈α〉−4 (5.51)

To obtain the refined bounds in terms of Λ provided Λ ≪ 1, we further split the interval ~
2
3 ≪ τ ≪ 1

according to whether τ
1
2 . Λ or τ

1
2 & Λ. In other words, using a smooth partition of unity as before, we

split one more time

F+−2r1(ξ, η; ~) = F+−2r11(ξ, η; ~) + F+−2r12(ξ, η; ~)

The first term F+−
2r11

(ξ, η; ~) corresponds to ~
2
3 ≪ τ . Λ2, and we bound it by placing absolute values inside

and using that τ̃−
1
4 ≤ τ− 1

4 , which yields
∣∣∣F+−2r11(ξ, η; ~)

∣∣∣ . α2〈α〉−4Λ, for Λ ≪ 1. (5.52)
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The second term F+−
2r12

lives on Λ2
. τ ≪ 1, and we integrate by parts as in the second line of (5.50) but

with χ
[1≫τ≫~

2
3 ]

replaced by χ[1≫τ&Λ2]. By (5.42) and (5.43) we have

|∂2
τ(τ̃

3
2 − τ 3

2 )|
|∂τ(τ̃

3
2 − τ 3

2 )|2
. (ζ − 1)−1τ−

1
2

Placing absolute values inside the integral in the second expression in (5.50) produces the bound

∣∣∣F+−2r12(ξ, η; ~)
∣∣∣ . Λα2〈α〉−4

{ ∫ ∞

−∞
τ−

3
4 (τ + ζ − 1)−

1
4χ[1≫τ≫Λ2] dτ

+

∫ ∞

−∞
(τ + ζ − 1)

1
4
(
~τ−

3
4 + τ−

5
4
)
χ[1≫τ≫Λ2] dτ

}
.

On the one hand,
∫

τ−
3
4 (τ + ζ − 1)−

1
4χ[1≫τ≫Λ2] dτ .

∫
τ−1χ[1≫τ≫Λ2] dτ . | logΛ|.

Note that without the condition τ ≫ Λ2 we would have obtained | log(ζ − 1)| resulting in a loss of log ~

which is inadmissible. On the other hand,
∫

(τ + ζ − 1)
1
4 τ−

5
4χ[1≫τ≫Λ2] dτ .

∫
(τ−1 + (ζ − 1)

1
4 τ−

5
4 )χ[1≫τ≫Λ2] dτ . | logΛ| + ~ 1

4Λ−
3
4 ,

and ∫ ∞

−∞
(τ + ζ − 1)

1
4 ~τ−

3
4χ[1≫τ≫Λ2] dτ . ~

In combination with (5.51) these estimates imply

∣∣∣F+−2r12(ξ, η; ~)
∣∣∣ . α2〈α〉−4Λ

[
~ + | logΛ| + ~ 1

4Λ−
3
4

]
. α2〈α〉−4Λ

1
4

and in summary,

|F2r1(ξ, η; ~)| . α2〈α〉−4 min(1,Λ
1
4 ). (5.53)

Next we turn to F2r2 which covers the integration over τ ≃ 1. We will proceed as in Case A3 above.

However, since x is no longer large, we need to add the following observation concerning the lower bound

on the derivative of the phase in (5.29). By (4.83) and (4.84),

yρy = −
1

y +
√

y2 − 1
+ O(~), (yρy)y =

1

(y +
√

y2 − 1)
√

y2 − 1
+ O(~)

Note that the derivative on the right-hand side is large if y is close to 1, but it is positive. On the other hand,

by Lemma 4.13, αραy = O(~). This shows that (5.29) continues to hold in the form ∂xΦ− ≃ ζ − 1. The same

analysis we used above to bound (5.25) thus still goes through whence

|F2r2(ξ, η; ~)| . α−1 min(1, α3) min
(
1,Λ5) (5.54)

This completes the discussion for case A2.
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It remains to deal with case A1, namely, 0 < x ≪ 1. Lemmas 4.17, 4.20, 4.22 and 4.24 imply that, for

sufficiently small ~,

(−τ)
3
2 ≃ − log x

uniformly in the parameters. By the definition of q and (4.90), for τ ≪ −1 (i.e. 0 < x ≤ 1
2

xt), we have

q = −Q0

τ
≃ 1

x2τ
.

This together with the asymptotic profile for the Airy function gives
∣∣∣∣∣~

1
3 x−

1
2 q−

1
4 (τ)Ai

(
−~− 2

3 τ

)
(1 + ~a0(−τ, α; ~))

∣∣∣∣∣ . ~
1
2 e−

2
3
~
−1(−τ)

3
2
. ~

1
2 · xc~−1

(5.55)

Since x̃ = xζ ≃ x, we have τ̃≪ −1 and
∣∣∣∣∣~

1
3 x̃−

1
2 q−

1
4 (τ̃)Ai

(
−~− 2

3 τ̃

)
(1 + ~a0(−τ̃, β; ~))

∣∣∣∣∣ . ~
1
2 · xc~−1

Therefore, with p = c~−1 and a fixed small constant c > 0,

∣∣∣∣
∫ ∞

0

χ[0<x≪1] ·W+n (R)~
1
3 x−

1
2 q−

1
4 (τ)Ai(−~− 2

3 τ)(1 + ~a0(−τ, α; ~))

· ~ 1
3 x̃−

1
2 q−

1
4 (τ̃)Ai(−~− 2

3 τ̃)(1 + ~a0(−τ̃, β; ~))R dR
∣∣∣∣

. α−2

∫ 1
2

0

〈x/α〉−4xp dx = α−1+p

∫ (2α)−1

0

〈y〉−4yp dy

. ~α2〈α〉−4
. α2〈α〉−4 min (1,Λ) ,

(5.56)

since Λ & ~. Adding this estimate to the sum of the prior cases, i.e., (5.31), (5.49), (5.53), (5.54), establishes

the bound stated in (5.3). The bound in the last line of (5.56) is good enough for our purposes, but crude. In

fact, we gain an exponential factor of the form 2−p = e−c~−1

.

Now we turn to Case B where ξ ≪ η. As before, we break the integral in (5.21) into three separate

regions, namely x ≫ 1 (case B3), followed by x ≃ 1 (case B2), and finally 0 < x ≪ 1 (case B1). Beginning

with B3, we need to estimate the expression F3(ξ, η; ~) defined by (5.25). The bound (5.26) is replaced by

|F3(ξ, η; ~)| . ζ− 1
2α−1 min(1, α3)

In Case B, we have ζ − 1 ≃ ζ = (η/ξ)
1
2 which implies that the phases in (5.28) satisfy

|∂xΦ±(x, α; ~, ζ)| ≃ ζ

uniformly in the parameters. Integrating by parts as in the calculation leading up to (5.30) yields

|F3(ξ, η; ~)| ≤ Cℓ ζ
− 1

2 (~/ζ)ℓα2〈α〉−4 (5.57)
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for any ℓ ≥ 1. In Case B2, we have x ≃ 1, i.e., |τ| . 1 as well as x̃ ≫ 1 and τ̃ ≫ 1. Thus, (5.32) now takes

the form

F2(ξ, η; ~) :=

∫ ∞

0

W+n (R)φ(R, ξ; ~)φ(R, η; ~)χ(x)R dR

= 2α−2

∫ ∞

0

W+n (R)χ(αR)~
1
3 x

1
2 q−

1
4 (τ)

[
Ai(−~− 2

3 τ)(1 + ~a0(−τ;α, ~))χ
[−1.τ.~

2
3 ]
+

+ 2Re
(
a(ξ)

(
Ai(−~− 2

3 τ) − iBi(−~− 2
3 τ)

)
(1 + ~a1(−τ;α))

)
χ

[1&τ&~
2
3 ]

]

~
1
3 x̃−

1
2 q̃−

1
4 (τ̃)Re

(
a(η)

(
Ai(−~− 2

3 τ̃) − iBi(−~− 2
3 τ̃)

)
(1 + ~a1(−τ̃; β))

)
dx

:= F2ℓ(ξ, η; ~) + F2r(ξ, η; ~)

(5.58)

where the summands in the last line correspond to the respective summands inside the brackets. Below we

will simplify (5.58) using that x
1
2 x̃−

1
2 = ζ−

1
2 , see (5.63), (5.64). The factors a(ξ), a(η) are uniformly bounded

and do not affect the bounds. By Lemma 4.13 we have

Ψ = Ψ(x;α, ζ, ~) :=
2

3
τ̃

3
2 = x̃ − y(β; ~) + ρ(x̃, β; ~) = ζx − y(β; ~) + ρ(ζx, β; ~) ≃ ζx (5.59)

and the oscillatory Airy functions are as follows, see (4.124):

Ai(−~− 2
3 τ̃) ∓ iBi(−~− 2

3 τ̃) = c±(~−
2
3 τ̃)−

1
4 · e± i

~
Ψ · (1 + b(~−

2
3 τ̃)).

By (4.122), b(~−
2
3 τ̃) = ~b̃(x̃, β; ~) with ∂k

x̃b̃(x̃, β; ~) = O(x̃−k−1). We can thus absorb the factor (1 + b(~−
2
3 τ̃))

into the factor (1 + ~a1(τ̃; β)) above. We shall carry out this step without further mention, also for the

non-oscillatory Airy function. Integration by parts in (5.58) is carried out by means of the identity

L e±
i
~
Ψ = ±e±

i
~
Ψ

L := ~
[
i ∂xΨ(x;α, ζ, ~)

]−1
∂x

(5.60)

Since x̃ ≫ 1, the derivative of the phase satisfies

∂xΨ = ζ(1 + ρx̃(x̃, β; ~)) = ζ(1 + O(x̃−2)) ≃ ζ
∂k

xΨ = ζ
kO(x̃−1−k) ≃k ζ

−1, k ≥ 2
(5.61)

where the final ≃ holds due to x̃ ≃ ζ. From (4.73),

~
1
3 x̃−

1
2 q−

1
4 (τ̃)(~−

2
3 τ̃)−

1
4 = ~

1
2 x̃−

1
2 (−Q0(x̃, β; ~))−

1
4 ,

with Corollary 4.9 providing the bounds

−Q0(x̃, α; ~) ≃ 1,
∣∣∣∂k

x̃Q0(x̃, α; ~)
∣∣∣ . x̃−k−2 ≃ ζ−k−2, k ≥ 1. (5.62)

We break up F2ℓ = F2ℓ0+F2ℓ1 further, by means of a smooth partition of unity adapted to |x− xt(α, ~)| . ~
2
3 ,

respectively −1 . x − xt . −~
2
3 . Note that by Lemma 4.11 we may interchange τ with x − xt(α) in these
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conditions. Thus, up to a constant multiplicative factor which we ignore,

F2ℓ0(ξ, η; ~) = ~
5
6α−2a(η)ζ−

1
2

∫ ∞

0

e
i
~
Ψ (L∗)m

[
W+n (x/α)q−

1
4 (τ)Ai(−~− 2

3 τ)(1 + ~a0(−τ;α, ~))

(−Q0(x̃, β; ~))−
1
4 (1 + ~ã1(−τ̃; β))χ

[|x−xt (α)|.~
2
3 ]

]
dx + cc

(5.63)

where “cc” stands for complex conjugate. Similarly,

F2ℓ1(ξ, η; ~) = ~α−2a(η)ζ−
1
2

∫ ∞

0

e
i
~
Ψ (L∗)m

[
W+n (x/α)q−

1
4 (τ)(−τ)−

1
4 e−

2
3~

(−τ)
3
2
(1 + ~ã0(−τ;α, ~))

(−Q0(x̃, β; ~))−
1
4 (1 + ~ã1(−τ̃; β))χ

[−1.x−xt (α).−~
2
3 ]

]
dx + cc.

(5.64)

We now analyze the contribution of each factor as it arises by integrating by parts in F2ℓ0, see (5.58). First,

it follows by induction that

(L∗)m := −~m
(
∂x

[
i ∂xΨ(x;α, ζ, ~)

]−1
)m

= ~m
∑

coeff.
∂

j1+1
x Ψ∂

j2+1
x Ψ · . . . · ∂ jℓ+1

x Ψ

(∂xΨ)m+ℓ
∂k

x

(5.65)

where the sum runs over those terms which obey j1+ j2+ . . .+ jℓ+k = m, 0 ≤ ℓ ≤ m, min( j1, j2, . . . , jℓ) ≥ 1.

The coefficients are some absolute constants. In view of (5.61), the factors in the sum are of size

∂
j1+1
x Ψ∂

j2+1
x Ψ · . . . · ∂ jℓ+1

x Ψ

(∂xΨ)m+ℓ
≃ ζ−( j1+...+ jℓ)−ℓ

ζm+ℓ
≃ ζk−2(m+ℓ)

. ζ−m−3ℓ
. ζ−m (5.66)

since ℓ + k ≤ m. Thus, we gain (~/ζ)m in (5.63) and (5.63), and it remains to estimate the effect of ∂k
x,

0 ≤ k ≤ m, in these integrals. We now analyze ∂k
x derivatives of each of the factors in (5.63) for all k ≥ 1,

and uniformly in the parameters such as x ≃ 1:

• α−2|∂k
x(W+n (x/α))| ≤ Ck~

−1α2〈α〉−4, as one checks by differentiation of (5.20).

• By Lemma 4.13, |∂k
xq−

1
4 (τ)| ≤ Ck.

• |∂k
x

(
Ai(−~− 2

3 τ)χ
[|x−xt (α)|.~

2
3 ]

)| ≤ Ck~
− 2k

3 , again using Lemma 4.13.

• By Lemmas 4.30, 4.31, |∂k
x(1 + ~a0(−τ;α, ~))| ≤ Ck ~

4−2k
3 for |τ| . ~ 2

3 .

• By (4.122), |∂k
x(1 + ~ã0(−τ;α, ~))| ≤ Ck ~|τ|−

3
2
−k for ~

2
3 ≪ |τ| . 1.

• By (5.62) and ∂x̃
∂x
= ζ, one has |∂k

x(−Q0(x̃, β; ~))−
1
4 | ≤ Ck ζ

−2.

• By Lemma 4.29, see (4.127), and ∂τ̃
∂x̃
= (−Q0(x̃)/τ̃)

1
2 , one checks that |∂k

x(1 + ~ã1(−τ̃; β, ~))| ≤
Ck ~ζ

−1.

We remark that ζ = −τ in Lemmas 4.29, 4.30, 4.31, and elsewhere in that section has nothing to do with

ζ = (η/ξ)
1
2 as it appears here. In summary, these bounds imply that for any m ≥ 0,

|F2ℓ0(ξ, η; ~)| ≤ Cm α
2〈α〉−4 (~/ζ)

1
2 (~

1
3 /ζ)m (5.67)
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The factor ~
1
2 arises as ~

5
6 ~
−1
~

2
3 , the latter being the length of the integration interval. This same estimate

also holds for F2ℓ1(ξ, η; ~) as can be seen by a dyadic decomposition −τ ≃ 2 j
~

2
3 . Indeed, one then has

~(−τ)−
1
4 exp

(
− 2

3~
(−τ)

3
2

)
. ~

5
6 2−

j

4 e−
2
3

23 j/2

which is rapidly decaying in j. We leave the remaining details to the reader. Thus, F2ℓ also satisfies the

bound (5.67).

The analysis of F2r(ξ, η; ~) is similar. Indeed, up to uniformly bounded factors, this term is the sum of

the following four integrals:

F±± := α−2ζ−
1
2 ~

∫ ∞

0

W+n (x/α)(τq(τ))−
1
4 (−Q0(x̃; β, ~))−

1
4 exp

(
2i

3~
(±τ 3

2 ± τ̃ 3
2 )

)
χ

[~
2
3 .x−xt (α).1]

·
(
1 + ~ã±1 (−τ;α, ~)

) (
1 + ~ã±1 (−τ̃; β, ~)

)
dx

We write the complex exponential as e
i
~
Φ±± with phases

Φ±±(x;α, ζ, ~) =
2

3

(
±τ 3

2 ± τ̃ 3
2

)

and a+
1

:= a1, a−
1

:= a1, ã+
1

:= ã1, ã−
1

:= ã1.

It suffices to consider one choice of signs here due to the fact that τ̃ ≫ 1 and 0 < τ . 1, and we write

Φ = Φ++. Then

∂xΦ = τ
1
2 q

1
2 + ∂xΨ ≃ ζ

∂2
xΦ =

1

2
τ−

1
2 q +

1

2
τ

1
2 ∂τq + ∂

2
xΨ ≃ τ−

1
2

|∂k
xΦ| ≃k τ

3
2
−k, k ≥ 2

(5.68)

see (5.61). We redefine L as in (5.60) but with Φ in place of Ψ. In analogy with (5.64) we now have

F++ = ~α
−2ζ−

1
2

∫ ∞

0

e
i
~
Ψ(L∗)m[

W+n (x/α)(τq(τ))−
1
4 (−Q0(x̃; β, ~))−

1
4χ

[~
2
3 .x−xt (α).1]

· (1 + ~ã1(−τ;α, ~)) (1 + ~ã1(−τ̃; β, ~))
]

dx

where (L∗)m is given by (5.65) but with Φ in place of Ψ. In view of the preceding bullet list, and with m ≥ 2

and k, ℓ and the sum as in (5.65), we have

|F2r(ξ, η; ~)| . ~m+1α−2ζ−
1
2

∫ ∞

0

∑ ∏ℓ
i=1 τ

1
2
− ji

ζm+ℓ

∣∣∣∣∂k
x

[
W+n (x/α)(−τq(τ)Q0(x̃; β))−

1
4χ

[~
2
3 .x−xt (α).1]

(1 + ~ã1(−τ;α, ~)) (1 + ~ã1(−τ̃; β, ~))
]∣∣∣∣ dx

. ~
mα2〈α〉−4

∑
ζ−

1
2
−m−ℓ

∫ 1

~
2
3

τ
ℓ
2
+k−m

(
τ−

1
4
−k + ~τ−

3
2
−k

)
dτ

. α2〈α〉−4
∑
~

mζ−
1
2
−m−ℓ(~

2
3 )

ℓ
2
−m+ 3

4 . α2〈α〉−4(~/ζ)
1
2

∑

ℓ≥0

(~
1
3 /ζ)m+ℓ

. α2〈α〉−4(~/ζ)
1
2 (~

1
3 /ζ)m
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To pass to the third line we used that ℓ
2
− m − 1

4
< −1 due to ℓ ≤ m and m ≥ 2. The final estimate exactly

matches (5.67) whence

|F2(ξ, η; ~)| ≤ Cm α
2〈α〉−4 (~/ζ)

1
2 (~

1
3 /ζ)m, ∀ m ≥ 0 (5.69)

It remains to analyze the contribution of Case B1. Let χ(x) be a smooth cutoffwhich equals 1 on 0 < x ≤ 1
4

and is supported on 0 < x ≤ 1
2
. We split the integral

F1(ξ, η; ~) :=

∫ ∞

0

W+n (R)φ(R, ξ; ~)φ(R, η; ~)χ(x)R dR = α−2

∫ ∞

0

W+n (x/α)φ(R, ξ; ~)φ(R, η; ~)χ(x)x dx

=

3∑

j=1

α−2

∫ ∞

0

W+n (x/α)~
1
3 x

1
2 q(τ; ~)−

1
4 Ai(−~− 2

3 τ)(1 + ~a0(−τ;α, ~))φ(R, η; ~)χ j(τ̃; ~) dx

= (F11 + F12 + F13)(ξ, η; ~) (5.70)

where
∑3

j=1 χ j(τ̃; ~) = χ(x) is a smooth partition of unity corresponding to τ̃ . −1, |τ̃| . 1, τ̃ & 1, respec-

tively. Then, on the one hand, by (4.112) and with N = (2~)−1,

|F11(ξ, η; ~)| . α−2ζ−
1
2

∫ ∞

0

〈x/α〉−4 (Q0(x;α, ~)Q0(x̃; β, ~))−
1
4 e−

2
3~

((−τ)
3
2 +(−τ̃)

3
2 )

|(1 + ~ã0(−τ;α, ~))(1 + ~ã0(−τ̃; β, ~))|χ1(τ̃; ~) dx

. α−2ζ−
1
2

∫ 1
2ζ

0

〈x/α〉−4(xx̃)
1
2 (xx̃)N dx . α−2ζN

∫ 1
2ζ

0

〈x/α〉−4x2N+1 dx

. ~α−2ζ−N−2 min(1, (αζ)4)

. ~α2〈α〉−4ζ−N+2

(5.71)

and, on the other hand,

F13(ξ, η; ~) = 2α−2

∫ ∞

0

W+n (x/α)~
1
3 x

1
2 q(τ; ~)−

1
4 Ai(−~− 2

3 τ)(1 + ~a0(−τ;α, ~))

~
1
3 x̃−

1
2 q̃(τ̃; ~)−

1
4 Re

(
a(η)(Ai(−~− 2

3 τ̃) − iBi(−~− 2
3 τ̃))(1 + ~a1(−τ̃;α, ~))

)
χ3(τ̃; ~) dx

= 2~α−2ζ−
1
2

∫ ∞

0

W+n (x/α) (Q0(x;α, ~))−
1
4 (−Q0(x̃; β, ~))−

1
4 e−

2
3~

(−τ)
3
2
(1 + ~ã0(−τ;α, ~))

Re
(
a(η)e

i
~
Ψ(1 + ~ã1(−τ̃; β, ~))

)
χ[ζ−1≪x≪1] dx

(5.72)

where we wrote the smooth cutoff function χ3(τ̃; ~) = χ[ζ−1≪x≪1], and Ψ is defined in (5.59). Integrating by

parts by means of L defined in (5.60) we obtain

F13(ξ, η; ~) = ~α−2a(η)ζ−
1
2

∫ ∞

0

e
i
~
Ψ (L∗)m

[
W+n (x/α) (Q0(x;α, ~))−

1
4 (−Q0(x̃; β, ~))−

1
4 e−

2
3~

(−τ)
3
2

(1 + ~ã0(−τ;α, ~))(1 + ~ã1(−τ̃; β, ~))χ[ζ−1≪x≪1]

]
dx + cc.,

(5.73)
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cf. (5.64). In view of (5.65) and (5.66),

|F13(ξ, η; ~)| . ~α−2ζ−
1
2

∑

ℓ+k≤m

ζk−2(m+ℓ)

∫ ∞

0

∣∣∣∣∂k
x

{
W+n (x/α) (Q0(x;α, ~))−

1
4 (−Q0(x̃; β, ~))−

1
4 e−

2
3~

(−τ)
3
2

(
χ[x.α] + χ[x&α]

)
(1 + ~ã0(−τ;α, ~))(1 + ~ã1(−τ̃; β, ~))χ[ζ−1≪x≪1]

}∣∣∣∣ dx

(5.74)

Here χ[x.α] and χ[x&α] are smooth cutoffs.

We now analyze ∂k
x derivatives of each of the factors in (5.74) for all k ≥ 1, and uniformly in the parame-

ters such as x≪ 1:

• By differentiation of (5.20), α−2
∣∣∣∂k

x

(
W+n (x/α)

)∣∣∣ ≤ Ck~
−1α−2−k if x . α and α−2

∣∣∣∂k
x

(
W+n (x/α)

)∣∣∣ ≤
Ck~

−1α2x−4−k if x≫ α.

•
∣∣∣∣∂k

x |Q0(x;α, ~)|− 1
4

∣∣∣∣ ≤ Ckx
1
2
−k by the definition of Q0(x;α, ~) and the fact that 0 < x≪ 1

•
∣∣∣∣∂k

x (−Q0(x̃; β, ~))−
1
4

∣∣∣∣ ≤ Ckζ
−2 by (5.62)

•
∣∣∣∣∣∂k

x

(
χx≤αe−

2
3~

(−τ)
3
2

)∣∣∣∣∣ ≤ Ck xN−k by Lemma 4.17 and the second equation in (4.112)

•
∣∣∣∣∣∂k

x

(
χx≥αe−

2
3~

(−τ)
3
2

)∣∣∣∣∣ ≤ Ck xN−k by the first equation in (4.112)

•
∣∣∣∂k

x(1 + ~ã1(−τ̃; β, ~))
∣∣∣ ≤ Ck~ζ

−1 by Lemma 4.29.

• By Lemma 4.30
∣∣∣∂k

x(1 + ~ã0(−τ;α, ~))
∣∣∣ ≤ Ck~(−τ)−3x−k for α & 1

• By Lemma 4.31
∣∣∣∂k

x(1 + ~ã0(−τ;α, ~))
∣∣∣ ≤ Ck~x

−k for 0 < α ≪ 1.

To obtain the last two estimates in the above list, besides Lemma 4.30 and Lemma 4.31, we also use the

estimate
∣∣∣∣ ∂(−τ)
∂x

∣∣∣∣ . (−τ)−
1
2 .

This bullet list implies that for a constant c ∈ (0, 1),

|F13(ξ, η; ~)| .~α2〈α〉−4
~
−1ζ−

1
2 ζ−m

∫ 1

ζ−1

xc~−1

dx . ~α2〈α〉−4ζ−
1
2
−m. (5.75)

Finally we consider F12. Similar to (5.72), we have

F12(ξ, η; ~) = 2α−2

∫ ∞

0

W+n (x/α)~
1
3 x

1
2 q(τ; ~)−

1
4 Ai(−~− 2

3 τ)(1 + ~a0(−τ;α, ~))

~
1
3 x̃−

1
2 q̃(τ̃; ~)−

1
4 Re

(
a(η)(Ai(−~− 2

3 τ̃) − iBi(−~− 2
3 τ̃))(1 + ~a1(−τ̃;α, ~))

)
χ2(τ̃; ~) dx

(5.76)

We simply bound the oscillatory Airy function in absolute value by∣∣∣∣x̃−
1
2 q̃(τ̃; ~)−

1
4 Re

(
a(η)(Ai(−~− 2

3 τ̃) − iBi(−~− 2
3 τ̃))(1 + ~a1(−τ̃;α, ~))

)∣∣∣∣ . 1.

Then similar as for F11, we have

|F12(ξ, η; ~)| .α−2

∫ 1
ζ

0

〈x/α〉−4 |Q0(x;α, ~)|− 1
4 e−

2
3~

(−τ)
3
2 |1 + ~ã0(−τ;α, ~)| χ2(τ̃; ~) dx

.α−2

∫ 1
ζ

0

〈x/α〉−4xN+ 1
2 dx

.~α2〈α〉−4ζ−N+1.

(5.77)
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So the estimates (5.71),(5.75) and (5.77) finally conclude the proof of (5.3) and (5.4).

We now turn to bounding the derivatives in the variables ξ
1
2 , resp., η

1
2 , and we consider k1 = 1, k2 = 0

in (5.6). We need to verify that differentiating once in ξ
1
2 results in the same bound that we obtained above

for the undifferentiated case, but with a loss of α−1 if 0 < α < 1. We will instead differentiate in α, resp., β

using that ∂
ξ

1
2
= ~∂α, ∂

η
1
2
= ~∂β. Beginning with Case A3, rewrite (5.25) in the form

F3(ξ, η; ~) = 4π−1
~α−2ζ−

1
2

∫ ∞

0

W+n (x/α)(1 + ρ′(x;α))−
1
2 Re

(
a(ξ)e

i
~

[x−y(α)+ρ(x;α)](1 + ~O(x−1))
)

(1 + ρ′(xζ; β))−
1
2 Re

(
a(η)e

i
~

[xζ−y(β)+ρ(xζ;β)](1 + ~O(x−1))
)
χ(x) dx (5.78)

= 4π−1
~α−2ζ−

1
2 a(ξ)a(η)

∫ ∞

0

e
i
~

x(1−ζ)W+n (x/α)(1 + ρ′(x;α))−
1
2 (1 + ρ′(xζ; β))−

1
2

e
i
~

[y(β)−y(α)+ρ(x;α)−ρ(xζ;β)](1 + ~O(x−1))χ(x) dx + cc (5.79)

+ 4π−1
~α−2ζ−

1
2 a(ξ)a(η)

∫ ∞

0

e
i
~

x(1+ζ)W+n (x/α)(1 + ρ′(x;α))−
1
2 (1 + ρ′(xζ; β))−

1
2

e
i
~

[−y(β)−y(α)+ρ(x;α)+ρ(xζ;β)] (1 + ~O(x−1))χ(x) dx + cc (5.80)

where “cc” stands for complex conjugate. As noted above, the O(x−1) has symbol behavior under differenti-

ation in x, and each derivative in α brings out a factor of α−1. The latter follows from (4.127). We only treat

the term (5.79), since (5.80) satisfies better bounds. By (4.154) and (4.163), we have ∂αa(ξ) = O(α−1) uni-

formly in all parameters (while a(ξ) = O(1)). Writing ζ = β/α implies ζα = −ζ/α and ζβ = ζ/β. Therefore,

in view of Lemma 4.13, differentiating

α−2ζ−
1
2 a(ξ)a(η)(1 + ρ′(x;α))−

1
2 (1 + ρ′(xζ; β))−

1
2 e

i
~

[y(β)−y(α)+ρ(x;α)−ρ(xζ;β)] (1 + ~O(x−1))

in α produces a sum of terms of similar form, but multiplied with extra factors which are bounded by α−1 or

even by ~(1 + α)−1 (or ~(1 + α)−3 as for y′(α)). On the other hand,

∂α
(
W+n (x/α)

)
= −α−1(W+n )′(x/α)x/α = ~−1α−1O(〈x/α〉−4)

which differs from W+n (x/α) = ~−1O(〈x/α〉−4) only by the α−1 factor. Note that all these terms are better by a

factor of ~ than what we need since we are actually taking a derivative ~∂α. The most important contribution

results from

~∂α e
i
~

x(1−ζ) = iζ
x

α
e

i
~

x(1−ζ)

Since we are in the regime ζ ≃ 1, the only effect here is to multiply the potential W+n (x/α) by one factor

of x
α

. Consider first α > 1. Due to the fact that in our estimation of F3 above the dominant contribution in

the integrals
∫ ∞

1
. . . dx came from x ≃ α, we see that we arrive at the same estimate as above by analogous

arguments. The only essential feature here is that W+n (x/α)x/α remains integrable at x = ∞ since it decays

like x−3 (this changes if we were to take three derivatives). On the other hand, if 0 < α . 1, then we lose a

factor of α−1 since the dominant contribution to the integral is derived from the region x ≃ 1. In summary,

the upshot from this discussion is that Case A3 satisfies the claimed estimate.
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Turning to Case A2, we rewrite (5.32) in the form

F2(ξ, η; ~) = ~
2
3α−2ζ−

1
2

∫ ∞

0

W+n (x/α)q−
1
4 (τ)q̃−

1
4 (τ̃)

[
Ai(−~− 2

3 τ)(1 + ~a0(−τ;α, ~))χ
[τ.~

2
3 ]
+

+ 2Re
(
a(ξ)

(
Ai(−~− 2

3 τ) − iBi(−~− 2
3 τ)

)
(1 + ~a1(−τ;α))

)
χ

[τ&~
2
3 ]

]

[
Ai(−~− 2

3 τ̃)(1 + ~a0(−τ̃; β, ~))χ
[τ̃.~

2
3 ]
+

+ 2Re
(
a(η)

(
Ai(−~− 2

3 τ̃) − iBi(−~− 2
3 τ̃)

)
(1 + ~a1(−τ̃; β))

)
χ

[τ̃&~
2
3 ]

]
χ(x) dx

(5.81)

where the integration runs over x ≃ 1. We differentiate this expression by ∂
ξ

1
2
= ~∂α using Lemma 4.11 in

the regime x ≃ 1. Viewed as functions of x and α, the derivative ∂ατ gains a factor of ~(1 + α)−3, uniformly

in this regime, while

∂ατ̃ = ∂ατ(xζ, β) = −(∂1τ)(xζ, β)ζx/α = O(α−1)

By Lemma 4.11 and the chain rule, both ∂αq(τ(x, α), α) and ∂αq̃(τ̃) = ∂αq(τ(xζ, β), β) are bounded by

O(α−1). The potential term is treated the same as in Case A3 above, as are α−2ζ−
1
2 and a(ξ), a(η). We now

consider the case when the ∂α derivative falls on a j, j = 0, 1. Note that both ∂α and a j come with a factor

of ~, so in total we gain a factor of ~2. First (suppressing ~ from the notation), by the preceding bound on

τα and Lemmas 4.30 and 4.31 (with ζ = −τ in those lemmas having nothing to do with the ζ used in this

proof),

∂αa0(−τ(x, α);α) = −τα ∂1a0(−τ, α) + ∂αa0(−τ, α) = O(α−1), −1 . τ . ~
2
3

Here we used that ∂1a0(−τ, α) = O(~−
1
3 ), see (4.136) and (4.143), which is harmless due to the gains of

factors of ~. We remark that the main argument above for Case A2 only needs the size of the integrand in the

regime of τ in which a0 is relevant, so these bounds suffice (without any further differentiation, in contrast

to the oscillatory a1 regime we integrate by parts once in τ as independent variable). Next,

∂αa0(−τ̃; β) = ∂α a0(−τ(xζ, β); β) = xζα−1∂1τ(xζ, β) ∂1a0(−τ̃, β) = O(α−1
~
− 1

3 ),
1

2
≤ x ≤ xt + ~

2
3

By (4.127)

∂αa1(−τ(x, α), α) = −τα ∂1a1(−τ, α) + ∂2a1(−τ, α) = O(〈α〉−1)

Differentiating this once in x (which is the same as differentiating in τ up to a factor of q
1
2 ≃ 1), leads

to a loss of a factor of ~−
1
3 which is harmless given the aforementioned ~2 whence ∂x∂αa1(−τ(x, α), α) =

O(~−
1
3 〈α〉−1). A more delicate term is ~a1(−τ̃, β) = ~a1(−τ(ζx, β), β) since it is involved in one integration

by parts relative to τ, see (5.50). On the one hand,

~∂α~a1(−τ̃, β) = ~2(∂1a1)(−τ̃, β)(∂1τ)(xζ, β)ζx/α = O

(
~

2τ̃−
1
2α−1

)
= O

(
~

2
~
− 1

3α−1
)
, τ̃ & ~

2
3 (5.82)

and on the other, by (4.127), another derivative in x (or τ) loses a further factor of ~−
2
3 . In conclusion, those

terms in which the ∂α derivative does not fall on the Airy functions are treated in the exact same fashion as

in Case A2 above, with the net effect of a factor of ~α−1 for all α > 0 which multiplies the original estimate.
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From (4.124), for all x ≥ 1,

(Ai(−x) + iBi(−x))′ = c x
1
2 (1 + b1(x)) (Ai(−x) + iBi(−x))

b
(k)

1
(x) = O(x−

3
2
−k), k ≥ 0

(5.83)

whence

~∂α

(
Ai

(
−~− 2

3 τ

)
− iBi

(
−~− 2

3 τ

))
= c τ

1
2 τα

(
1 + ~O

(
τ−

3
2

)) (
Ai

(
−~− 2

3 τ

)
− iBi

(
−~− 2

3 τ

))
(5.84)

for τ ≥ ~ 2
3 , with |τα| . ~(1 + α)−3. Similarly,

Ai′(x) = c x
1
2 (1 + b2(x))Ai(x)

b
(k)

2
(x) = O(x−

3
2
−k), k ≥ 0

(5.85)

leading to the same type of gain of the ~(1 + α)−3 factor. Using that ~∂ατ̃ = O(~α−1) from above, we

conclude that ~∂α acting on the second bracket in (5.81) yields the oscillatory term

~∂α

(
Ai

(
−~− 2

3 τ̃

)
− iBi

(
−~− 2

3 τ̃

))
= c τ̃

1
2 O

(
α−1

) (
1 + ~O

(
τ̃−

3
2

)) (
Ai

(
−~− 2

3 τ̃

)
− iBi

(
−~− 2

3 τ̃

))
(5.86)

and analogously for the decaying Airy function. This shows that by repeating the exact same arguments as

in the undifferentiated Case A2, see in particular (5.50), we obtain the desired bound.

It remains to consider Case A1. Using that q = −Q0

τ
, we rewrite the relevant integral in this case,

see (5.56), in the form
∫ x0/α

0

W+n (R)~
1
3 x−

1
2 q−

1
4 (τ)Ai(−~− 2

3 τ)(1 + ~a0(−τ, α; ~))~
1
3 x̃−

1
2 q−

1
4 (τ̃)Ai(−~− 2

3 τ̃)(1 + ~a0(−τ̃, β; ~))R dR

= α−2
~ζ−

1
2

∫ x0

0

W+n (x/α)(Q0(x, α)Q0(ζx, β))−
1
4 e−

2
3~

[(−τ)
3
2 +(−τ̃)

3
2 ](1 + ~a0(−τ, α; ~))(1 + ~a0(−τ̃, β; ~)) dx

with some 0 < x0 ≪ 1. The terms arising if ∂α hits α−2ζ−
1
2 W+n (x/α) are the same as above. Next,

∂α(Q0(x, α)Q0(ζx, β))−
1
4 = −1

4
(Q0(x, α)Q0(ζx, β))−

1
4

[
∂αQ0(x, α)

Q0(x, α)
− ∂1Q0(ζx, β)

Q0(ζx, β)
xζ/α

]

By (4.69) the term in brackets is O(α−1). Here we also used the fact that if 0 < x ≪ 1, 0 < ζx ≪ 1, then
1

Q0(x,α)
≃ x2, 1

Q0(ζx,β)
≃ ζ2x2. The dominant contribution is (recall τ = τ(x, α; ~) and τ̃ = τ(xζ, β; ~))

~∂αe−
2

3~
[(−τ)

3
2 +(−τ̃)

3
2 ]
= e−

2
3~

[(−τ)
3
2 +(−τ̃)

3
2 ]

(
(−τ)

1
2 τα − (−τ̃)

1
2 ∂1τ(xζ, β)xζ/α

)
(5.87)

By (4.112), τα = O((−τ)−
1
2α−1) and ∂1τ(xζ, β) = O(x−1(−τ̃)−

1
2 ) whence

~∂αe−
2

3~
[(−τ)

3
2 +(−τ̃)

3
2 ] = O(α−1)e−

2
3~

[(−τ)
3
2 +(−τ̃)

3
2 ] (5.88)

as desired. Finally, by (4.136) and (4.143),

∂αa0(−τ(x, α);α) = −τα ∂1a0(−τ, α) + ∂αa0(−τ, α)

= O((−τ)−
1
2α−1)(−τ)

1
2 + O(α−1) = O(α−1),
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and

∂αa0(−τ̃; β) = ∂α a0(−τ(xζ, β); β) = xζα−1∂1τ(xζ, β) ∂1a0(−τ̃, β)

= xζα−1O((−τ̃)−
1
2 x−1)O((−τ̃)

1
2 ) = O(α−1)

uniformly in the regime 0 < x≪ 1 (which corresponds to τ . −1).

Case B, which means η ≫ ξ or ζ ≫ 1, now proceeds entirely analogously. For example, (5.57) needs to

be replaced by

|∂
ξ

1
2
F3(ξ, η; ~)| ≤ Cℓ ζ

− 1
2 (~/ζ)ℓα〈α〉−3

(5.89)

for any ℓ ≥ 1, reflecting a loss of a factor of max(1, α−1). This can be seen by applying ~∂α to (5.79)

and (5.80), followed by the exact same integration by parts which yield (5.25). The analysis of B2 and B1

proceed in the same way and we skip the details. The other derivatives ∂
k1

ξ
1
2

∂
k1

η
1
2

which can appear in the

regime k1 + k2 ≤ 2 are also treated in the same fashion, leading to the estimates claimed in the proposition.

We now turn to the expressions
(
∂
ξ

1
2
+ ∂

η
1
2

)k

F(ξ, η; ~) = ~k
(
∂α + ∂β

)k
F(ξ, η; ~)

assuming ξ ≃ η or ζ ≃ 1. Thus it suffices to apply the operator ~
(
∂α + ∂β

)
and its powers to Case A above.

We begin with Case A3, see (5.79) and (5.80). The key identities for (5.79) are

−i~∂xe
i
~

x(1−ζ) = (1 − ζ)e
i
~

x(1−ζ)

~(∂α + ∂β)e
i
~

x(1−ζ) = −i
x

α
(1 − ζ)e

i
~

x(1−ζ) = −~ x

α
∂xe

i
~

x(1−ζ)
(5.90)

and for (5.80) they take the form

−i~∂xe
i
~

x(1+ζ) = (1 + ζ)e
i
~

x(1+ζ)

~(∂α + ∂β)e
i
~

x(1+ζ) = i
x

α
(1 − ζ)e

i
~

x(1+ζ) = ~
x

α

1 − ζ
1 + ζ

∂xe
i
~

x(1+ζ).
(5.91)

Thus, applying (5.90) to (5.79), respectively (5.91) to (5.80), yields, upon integration by parts in x,

~

(
∂α + ∂β

)
F3(ξ, η; ~) = 4π−1

~α−2ζ−
1
2 a(ξ)a(η)

∫ ∞

0

e
i
~

x(1−ζ)
~∂x

[
W+n (x/α)x/α

(
1 + ρ′(x;α)

)− 1
2
(
1 + ρ′(xζ; β)

)− 1
2

e
i
~ [y(β)−y(α)+ρ(x;α)−ρ(xζ;β)]

(
1 + ~O(x−1)

)
χ(x)

]
dx + cc (5.92)

+ 4π−1
~α−2ζ−

1
2 a(ξ)a(η)

ζ − 1

1 + ζ

∫ ∞

0

e
i
~

x(1+ζ)
~∂x

[
W+n (x/α)x/α(1 + ρ′(x;α))−

1
2 (1 + ρ′(xζ; β))−

1
2

e
i
~ [−y(β)−y(α)+ρ(x;α)+ρ(xζ;β)]

(
1 + ~O(x−1)

)
χ(x)

]
dx + cc + O

(
~α−1Γ

)
(5.93)

The final O-term here is a result of those expressions in which the ~(∂α + ∂β) derivatives fall on the non-

oscillatory terms, and they are treated as above. It is essential here that we obtain O(~α−1Γ) rather than

O(~max(1, α−1)Γ) as in the case of ~∂α and ~∂β, see (5.6). As explained in the paragraph preceding (5.81),

the reason for the absence of a gain of α−1 for α > 1 lies only with the extra x-factor resulting from ∂α hitting

the complex exponential. This term is absent in the O(·) in (5.93). Placing absolute values in the integrals
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in (5.92) and (5.93), and using Lemma 4.13 as before, yields a bound of O(~α−2) = O(ξ−
1
2Γ). Iterating this

process leads to (5.7).

For Case A2, we return to the integral (5.81). As we proved in the paragraph preceding (5.83), if either

~∂α or, by symmetry, ~∂β, fall on any term other than the Airy functions in the integral in (5.81), then we

obtain a net factor of ~α−1 as required for (5.7) (recall α ≃ β). Furthermore, if (~∂α)k, respectively,
(
~∂β

)k

with k ≥ 2 hits any term in (5.81) other than the Airy functions and a0, a1, then by Lemmas 4.10, 4.11, 4.13,

we obtain the desired (~α−1)k factor. For the case of a j(−τ, α) = a j(−τ(x, α), α), with j = 0, 1, we have

from (4.127), (4.136), and (4.143),

~∂α ~a j(−τ, α) = −~2∂ατ(x, α)(∂1a j)(−τ, α) + ~2(∂2a j)(−τ, α)

= O

(
~

3〈α〉−3|τ|− 1
2

)
+ O

(
~

2α−1
)
= O

(
~

2α−1
)

for ~
2
3 . |τ| . 1 (and as the reader can check also for |τ| ≤ ~ 2

3 ). The higher order derivatives (~∂α)ℓ ~a j(−τ, α)

are linear combinations of terms of the form

~
ℓ+1 ∂k1

α τ · . . . · ∂kn
α τ ∂

n
1∂

m
2 a j(−τ, α), k1 + . . . + kn + m = ℓ, ki ≥ 1, n ≥ 0 (5.94)

By Lemmas 4.10 and 4.11, ∂
ki
ατ = O(~(1 + α)−ki−2), whereas by the aforementioned bounds on a j and their

derivatives, ∂n
1
∂m

2
a j(−τ, α) = O

(
|τ| 12−nα−m

)
. In conclusion, the term in (5.94) is bounded by, for ~

2
3 ≤ |τ| . 1,

. ~
2ℓ+1−m(1 + α)−2n−(ℓ−m) |τ| 12−nα−m

. ~
ℓ+1 · ~ℓ−m(1 + α)−ℓ+m|τ| 12−nα−m

. ~
ℓ+1α−ℓ

using that m + n ≤ ℓ, and the same bounds also applies to |τ̃| . ~ 2
3 . While we have so far not made use of

the sum of the derivatives, higher derivatives of the more delicate a j(−τ̃, β) = a j (−τ(xζ, β), β) do require the

sum ∂α + ∂β, cf. (5.82). The point being that (~∂α)ℓ ~a j(−τ̃, β) generates expressions of the form

~
ℓ+1∂ℓ1a j(−τ̃, β)(∂ατ̃)ℓ = O

(
~
ℓ+1|τ̃| 12−ℓα−ℓ

)

which violate our desired bounds if τ̃ ≃ ~ 2
3 and ℓ becomes large. Note that there are other contributions

from the expression for (~∂α)ℓ ~a j(−τ̃, β), which, however, contributes less powers in |τ̃|−1. Now

~(∂α + ∂β)~a j(−τ̃, β) = ~2xζβ−1(ζ − 1)(∂1a j)(−τ̃, β)∂1τ(xζ, β)

− ~2(∂1a j)(−τ̃, β)(∂βτ)(xζ, β) + ~2∂2a j(−τ̃, β)
(5.95)

The final term is O
(
~

2α−1
)
, which is better by a factor of ~ than what we need. The derivative ∂1a j loses

(
|τ̃| + ~ 2

3

)− 1
2
. In the second term this loss is compensated for by (∂βτ)(xζ, β) = O

(
~(1 + α)−3

)
. For the

integration by parts in τ, we need the following estimates (by Lemma 4.11, Lemma 4.29 and (5.46)):

∂τ̃

∂τ
≃ 1,

∂x

∂τ
≃ 1,

∣∣∣∂2
1a1(−τ̃, β)

∣∣∣ = O
(
~
−1

)
, |∂1∂2a1(−τ̃, β)| = O

(
~
− 1

3 β−1
)
.

The powers in ~−1 above are compensated by the extra power in ~. On the other hand, by (5.35) we have

τ̃ ≥ ζ − 1 if τ ≥ 0. Thus, in the first term of (5.95) with j = 1 one has (ζ − 1)(∂1a1)(−τ̃, β) = O
(
τ̃

1
2

)

(note that a1 in (5.81) only involves τ ≥ 0). In the subsequent integration by parts in τ, the operator ∂τ hits
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the first term on the RHS of (5.95). Again by Lemma 4.11, Lemma 4.29 and (5.46), the most troublesome

contribution is

~
2xζβ−1(ζ − 1)(∂2

1a1)(−τ̃, β)∂1τ(xζ, β) · ∂τ̃
∂τ

, which is bounded in absolute value by

. ~
2β−1(ζ − 1)|τ̃| 12−2

. ~
5
3 β−1,

which is better than what we need. This argument for j = 1 can be iterated: the term τ̃
1
2
−k arising in

(~(∂α + ∂β))
m
~a j(−τ̃, β) from (4.127) are compensated for by (ζ − 1)k. The details are as in (5.94) above,

and we skip them. The end result is that this particular expression derived from (5.81) gives O(~mα−m) (the

integration by parts in τ, see (5.50), generates a loss of at most ~−
2
3 which is absorbed by the extra ~ factor

at our disposal). Here we also used the estimate on the higher order derivatives:
∣∣∣∂mτ̃
∂τm

∣∣∣ . 1, which is seen by

Lemma 4.11, (5.37).

For j = 0, i.e., a0(−τ̃, β) = a0(−τ(xζ, β), β), the mechanism is slightly different. It is only the first term

of (5.95) that requires a different argument. Using (5.35) once again, we distinguish three cases: (i) if

τ ≥ −c(ζ − 1) with some absolute constant 0 < c ≪ 1, then ~
2
3 & τ̃ & ζ − 1 and the same argument as for a1

applies. (ii) if τ ≤ −C(ζ − 1) with some absolute constant C ≫ 1, then τ̃ ≃ τ ≤ −C(ζ − 1) whence |τ̃| & ζ − 1

and we can argue again as for a1. (iii) if −τ ≃ ζ − 1, then we use the factor Ai
(
−~− 2

3 τ
)

from (5.81) to bound
∣∣∣∣∣Ai

(
−~− 2

3 τ

)
(ζ − 1) (∂1a0) (−τ̃, β)∂1τ(xζ, β)

∣∣∣∣∣ . (ζ − 1) ~−
1
3 e−

c
~
|ζ−1|

3
2
. 1

uniformly in the parameters, which is sufficient (we can ignore the − 1
4

power preceding the exponential

bound of Ai). For the higher derivatives we encounter terms of the form
∣∣∣∣∣Ai

(
−~− 2

3 τ

)
~

m+1β−m(ζ − 1)m
(
∂m

1 a j

)
(−τ̃, β)

∣∣∣∣∣ . ~
m+1α−m(ζ − 1)m(|τ̃| + ~ 2

3 )
1
2−me−

c
~
|ζ−1|

3
2

. ~
m+1α−m(ζ − 1)m

~
− 2

3
me−

c
~
|ζ−1|

3
2
. ~

m+1α−m

It remains to consider the derivatives of the Airy functions, which are governed by (5.84) and (5.86). In

view of these equations, we lose a factor of ~ by differentiating Ai
(
−~ 2

3 τ
)

and the other Airy function.

However, if the argument is τ and not τ̃, then we regain this factor in τα, resp., τβ which are each bounded

by ~(1 + α)−3. This process can be repeated and we gain the desired (~/α)m without having to exploit the

trace type derivative ∂α + ∂β. In contrast, we do not gain ~ in (5.86) and instead invoke the following:

~

(
∂α + ∂β

) (
Ai

(
−~− 2

3 τ̃

)
− iBi

(
−~− 2

3 τ̃

))
= c τ̃

1
2

(
τ̃α + τ̃β

) (
1 + ~O(τ̃−

3
2 )

) (
Ai

(
−~− 2

3 τ̃

)
− iBi

(
−~− 2

3 τ̃

))

τ̃α + τ̃β = (∂1τ)(xζ, β)xζβ−1(1 − ζ) + (∂2τ)(xζ, β)

(5.96)

The second term is ~/α and again regains the essential ~ factor, while the first one is of size (ζ − 1)/α. By

(5.42) and (5.35), and assuming τ ≥ −c(ζ − 1) for simplicity as in case (i) in the preceding paragraph,∣∣∣∣∣∂τ
(
τ̃

3
2 − τ 3

2

)∣∣∣∣∣ ≃ (ζ − 1)τ̃−
1
2

Integrating by parts as in (5.50) in τ therefore gains a factor of ~τ̃/α (note the τ̃
1
2 in (5.96)). As we iterate this

process, we accumulate a factor of (~/α)mτ̃m, albeit at the expense of ∂m
τ hitting all terms in the integrand
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other than the complex exponential, cf. (5.50). If the operator ~(∂α+∂β) hits the coefficient of the oscillatory

Airy function in (5.96), we again obtain a bound like ~τ̃/α. In fact we have

~(∂α + ∂β)

(
τ̃

1
2

)
·
(
τ̃α + τ̃β

)
≃ ~τ̃− 1

2 ((∂1τ)(xζ, β))2 x2ζ2β−2(1 − ζ)2.

Then upon integration by parts twice, we obtain a bound as (in view of ~
2
3 . τ̃, since we are in the oscillatory

regime)

~
3 ((∂1τ)(xζ, β))2 x2ζ2β−2τ̃ . ~2τ̃2/β−2.

The case when the derivative ~(∂α + ∂β) hits the factor τ̃α + τ̃β is handled similarly, and it is in fact lower

order.

Note that in order to obtain the factor involving Λ = ~(ζ − 1)−1 which is necessary for the Γ bound (5.3),

we then need to carry out one more integration by parts exactly as in (5.50). If the ∂m
τ hits τ̃−

1
4 ã1(−τ̃, β)

in (5.50), then we lose τ̃−m which is exactly compensated for by the τ̃m that we gained. However, if ∂m
τ hits

τ−
1
4 ã1(−τ, α), then we lose τ−m. Recall our conditions |ξ − η| ≤ ~ 2

3 ξ (which we have not used before) and

ξ ≃ η for (5.7). They imply that 0 ≤ ζ − 1 . ~
2
3 , which ensures that τ ≃ τ̃, since we can assume that τ ≥ ~ 2

3

(If |τ| . ~ 2
3 , then we don’t even need the integration by parts argument).

Finally, Case A1 is easy due to the exponential gain inherent in the regime 0 < x ≪ 1, see the comment

following (5.56). We can therefore pass any number of ~∂α, resp. ~∂β derivatives into the integral in (5.56)

without any concern about losing powers of ~. The are swallowed by the gain of exp(−c~−1) which we have

at our disposal.

Now we turn to the case when 2 ≤ n ≤ N0 for some fixed N0. We use Fn(ξ, η) to denote the off-diagonal

kernel (5.21):

Fn(ξ, η) :=

∫ ∞

0

W+n (R)φn(R, ξ)φn(R, η) dR. (5.97)

Here φn(R, ·) = wn(·)φ(R, ·) is as in Proposition 4.37 and was constructed with respect to the measure dR,

which appears in (5.97). We start with the bound on Fn(ξ, η) itself. When 0 ≤ Rξ
1
2 ≤ Rη

1
2 . 1, we have, by

(4.178),

∣∣∣∣∣
∫ ∞

0

W+n (R)χ
Rξ

1
2 .

1
2

χ
Rη

1
2 .

1
2

φn(R, ξ)φn(R, η) dR

∣∣∣∣∣ .ξ
− 1

4 η−
1
4 · ξ n

2
− 1

4 η
n
2
− 1

4

∫ η
− 1

2

0

R2n−1

(1 + R2)2
dR

.



η−1 ·
(
ξ

1
2

η
1
2

)n−1

, if η & 1,

η · | log η| · ξ
1
2

η
1
2

, if η ≪ 1.

(5.98)
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Next we turn to the case 0 < Rξ
1
2 . 1 ≪ Rη

1
2 . We have, by (4.178) and (4.179) (Here we only look at

eiRξ
1
2 (1 + g+(R, ξ)), and its conjugate can be handled similarly),

∫ ∞

0

W+n (R)χ
Rξ

1
2 .1

χ
Rη

1
2≫1

φn(R, ξ)φn(R, η) dR

=

∫ ∞

0

W+n (R)χ
Rξ

1
2 .1

φn(R, ξ) · χ
Rη

1
2≫1

η−
1
4

a(η)

|a(η)|e
iRη

1
2
(1 + g+(R, η)) dR

=

∫ ∞

0

W+n (R)χ
Rξ

1
2 .1

φn(R, ξ) · χ
Rη

1
2≫1

η−
1
4

a(η)

|a(η)| ·
1

iη
1
2

∂R

(
eiRη

1
2

)
(1 + g+(R, η)) dR

(5.99)

By Lemma 4.36 and (4.178), upon a differentiation in R on the factor W+n (R)φn(R, ξ)(1+g+(R, η)), we obtain

a factor of ξ
1
2 , compared to the undifferentiated one. Therefore after integration by parts, we obtain

∣∣∣∣∣
∫ ∞

0

W+n (R)χ
Rξ

1
2 .1

χ
Rη

1
2≫1

φn(R, ξ)φn(R, η) dR

∣∣∣∣∣ .
min

{
1, η

3
2

}

ξ
1
4 η

1
4

·

ξ

1
2

η
1
2


N

, for 0 < N ≤ n. (5.100)

Now we consider the case when Rξ
1
2 ≫ 1 and Rη

1
2 ≫ 1. This is similar to the previous case, because when

∂R hits W+n (R)φn(R, ξ)(1 + g+(R, η)), we again obtain an extra factor of ξ
1
2 . Therefore we have

∣∣∣∣∣
∫ ∞

0

W+n (R)χ
Rξ

1
2≫1

χ
Rη

1
2≫1

φn(R, ξ)φn(R, η) dR

∣∣∣∣∣ .
min{1, ξ 3

2 }
ξ

1
4 η

1
4

·

ξ

1
2

η
1
2


N

, for any N > 0. (5.101)

Now we refine the estimates when Rξ
1
2 ≪ 1 and η ≥ 1 to obtain the rapid decay factor

( 〈ξ〉
η

)N
. We again

start with the expression

Fn(ξ, η) :=

∫ ∞

0

W+n (R)φn(R, ξ)φn(R, η)R dR.

Here φn(R, ξ) is the Fourier basis with respect to the measure R dR, and W+n (R) is a linear combination of
1

(1+R2)k where k ≥ 2. Since now 2 ≤ n ≤ N0, the n-dependence of W+n (R) is not a concern here. Therefore

without loss of generality, we consider

∫ ∞

0

1

(1 + R2)k
φn(R, ξ)φn(R, η)R dR. (5.102)
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A direct calculation gives

η

∫ ∞

0

1

(1 + R2)k
φn(R, ξ)φn(R, η)R dR = −

∫ ∞

0

1

(1 + R2)k
φn(R, ξ)H+n (φn(R, η)) R dR

=ξ

∫ ∞

0

1

(1 + R2)k
φn(R, ξ)φn(R, η)R dR

+ 2

∫ ∞

0

∂R

(
1

(1 + R2)k

)
∂R (φn(R, ξ))φn(R, η)R dR

+

∫ ∞

0

R−1∂R

(
1

(1 + R2)k

)
φn(R, ξ)φn(R, η)R dR

−
∫ ∞

0

∂2
R

(
1

(1 + R2)k

)
φn(R, ξ)φn(R, η)R dR.

(5.103)

Since ∂2
R

(
1

(1+R2)k

)
and R−1∂R

(
1

(1+R2)k

)
are again linear combinations of the functions of the form 1

(1+R2)k , the

third and the fourth terms on the RHS of (5.103) can be the same way as (5.102). So we focus on the second

term on the RHS of (5.103). With φ0(R), φ j(R), j ≥ 1 given by Lemma 4.35 and wn(ξ) given by Proposition

4.37, we have, for Rξ
1
2 ≪ 1,

φn(R, ξ) = φ0(R)wn(ξ)

1 +
∑

j≥1

φ j(R)
(
R2ξ

)
 .

It follows that, for a constant Cn depending on n,

χ
Rξ

1
2≪1

∂R (φn(R, ξ)) =CnR−1φn(R, ξ) + Rφn(R, ξ) ·


∑

j≥0

ψ j(R)
(
R2ξ

) j



for certain coefficient functions ψ j(R) satisfying analogous bounds as the φ j(R). In fact, if Rξ
1
2 ≪ 1 is

sufficiently small, the reciprocal of
[
1 +

∑
j≥1 φ j(R)(R2ξ) j

]
can be also expanded into a power series in R2ξ.

So we conclude that, for some constant Ck,n depending on k, n, and some constant Dk depending on k,
∫ ∞

0

χ
Rξ

1
2≪1

∂R

(
1

(1 + R2)k

)
∂R (φn(R, ξ))φn(R, η)R dR

=

∫ ∞

0

χ
Rξ

1
2≪1

Ck,n

1

(1 + R2)k+1
φn(R, ξ)φn(R, η)R dR

+

∫ ∞

0

χ
Rξ

1
2≪1

Dk

1

(1 + R2)k
φn(R, ξ)


∑

j≥0

ψ j(R)
(
R2ξ

) j

φn(R, η)R dR.

(5.104)

Using the fact that ψ j(R) has rapid decay in j and ψ j(R) is a function of R2, the terms on the RHS of (5.104)

can be handled the same way as (5.102).

The refined derivative estimates follow in the same way, using the relations:

H+n

(
∂k
ξφn(R, ξ)

)
= − ξ∂k

ξφn(R, ξ) − k∂k−1
ξ φn(R, ξ), for k ≥ 1. (5.105)
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Now we turn to the derivatives of Fn(ξ, η), if Rξ
1
2 . 1 and Rη

1
2 . 1, then by (4.178), upon a differentiation

in ξ
1
2 (or η

1
2 ), we obtain an extra factor of ξ−

1
2 (or η−

1
2 ). This gives all the derivative estimates in this regime.

If Rξ
1
2 . 1 and Rη

1
2 ≫ 1, we use the fact

R∂R

(
eiRη

1
2

)
= η

1
2 ∂

η
1
2

(
eiRη

1
2

)
, ⇒ ∂

η
1
2

(
eiRη

1
2

)
= Rη−

1
2 ∂R

(
eiRη

1
2

)
, (5.106)

and integration by parts to obtain the derivative estimates in this regime. Finally we look at the more delicate

case 1 ≪ Rξ
1
2 ≤ Rη

1
2 . For the pure ∂

η
1
2
-derivatives of Fn(ξ, η), we again use (5.106) and integration by parts

to obtain

∣∣∣∣∣∂
k

η
1
2

Fn(ξ, η)

∣∣∣∣∣ . max{ξ− k
2 , 1} · Γn ·

ξ
k
2

η
k
2

, for k = 1, 2 and 1 ≪ Rξ
1
2 ≤ Rη

1
2 . (5.107)

Here Γn is the bound for the undifferentiated Fn(ξ, η) in the same regime. For the derivatives in ξ
1
2 . We

distinguish the discussion according to the order of the derivative in ξ
1
2 . We first consider the bound for

∂k

ξ
1
2

Fn(ξ, η), k = 1, 2. It is straightforward to see that for k = 1, 2,

∣∣∣∣∣∂
k

ξ
1
2

Fn(ξ, η)

∣∣∣∣∣ . ξ
− k

2 · Γn for ξ ≪ 1, and

∣∣∣∣∣∂
k

ξ
1
2

Fn(ξ, η)

∣∣∣∣∣ . Γn for ξ & 1. (5.108)

∂
ξ

1
2
∂
η

1
2
Fn(ξ, η) is even more delicate. Without loss of generality, we consider the integral:

∫ ∞

0

W+n (R)χ
Rξ

1
2≫1

χ
Rη

1
2≫1

ξ−
1
4 η−

1
4 ∂

ξ
1
2

(
eiRξ

1
2
(1 + g+(R, ξ))

)
· ∂

η
1
2

(
eiRη

1
2
(1 + g+(R, η))

)
dR, (5.109)

and we only focus on the contribution when the derivatives ∂
ξ

1
2
, ∂

η
1
2

hit the oscillatory factors. Therefore

the integral in consideration is given by (omitting the constant coefficients)
∣∣∣∣∣∂ξ 1

2
∂
η

1
2
Fn(ξ, η)

∣∣∣∣∣

≃ξ− 1
4 η−

1
4

∣∣∣∣∣∣

∫ ∞

0

W+n (R)χ
Rξ

1
2≫1

χ
Rη

1
2≫1

R · eiRξ
1
2
(1 + g+(R, ξ)) · ∂

η
1
2

(
eiRη

1
2

)
· (1 + g+(R, η)) dR

∣∣∣∣∣∣

=ξ−
1
4 η−

1
4

∣∣∣∣∣∣∣

∫ ∞

0

W+n (R)χ
Rξ

1
2≫1

χ
Rη

1
2≫1

R · eiRξ
1
2
(1 + g+(R, ξ)) · R

η
1
2

∂R

(
eiRη

1
2

)
· (1 + g+(R, η)) dR

∣∣∣∣∣∣∣

.max{ξ−1, 1} · Γn ·
ξ

1
2

η
1
2

.

(5.110)

using integration by parts. At the end we consider the third order derivatives in the regime 1≪ Rξ
1
2 ≤ Rη

1
2 .

In this case we will encounter a logarithmic divergence any way, so we bound the contributions from all the

possible third order derivatives by the absolute value of (Again here we only consider the phase eiR(ξ
1
2 −η

1
2 ),



120 JOACHIM KRIEGER, SHUANG MIAO, AND WILHELM SCHLAG

and the contribution from eiR(ξ
1
2 +η

1
2 ) can be treated similarly)

ξ−
1
4 η−

1
4


∫ |ξ

1
2 −η

1
2 |−1

ξ
− 1

2

R−1 dR +

∫ ∞

|ξ
1
2 −η

1
2 |−1

R−1eiR(η
1
2 −ξ

1
2 ) dR



.ξ−
1
4 η−

1
4

(
1 +

∣∣∣∣∣log

(
ξ

1
2

∣∣∣∣ξ
1
2 − η 1

2

∣∣∣∣
−1

)∣∣∣∣∣
) (5.111)

�

5.1.2. Negative frequency. Next we turn to the case when n ≤ −2. Let us define the operator K
~̃

as

R̂∂Ru = −2ξ∂ξû +K~̃û. (5.112)

Here the Fourier transform is taken with respect to the Fourier basis φ(R, ξ; ~̃) = R−
1
2φ∗(R, ξ; ~̃) in L2(R dR)

with φ∗(R, ξ; ~̃) being the Fourier basis in L2(dR) (See Propositions 4.39 and 4.45). Let ρ−n(dξ) be the

spectral measure associated with φ∗(R, ξ; ~̃), where ~̃ = 1
1−n

. As for the positive frequencies, ρ−n(dξ) is also

the spectral measure of φ(R, ξ; ~̃).

Similar as Proposition 5.1, we have

Proposition 5.2. For any −1 ≤ ~̃ < 0 the operator K
~̃

is given by

K
~̃

f (ξ) = −

2 f (η) +
η
(

dρ−n

dη
(η)

)′

dρ−n(η)

dη

f (η)

 δ(η − ξ) +

(
K (0)

~̃
f

)
(ξ)

where the off-diagonal part K (0)

~̃
has a kernel K0(ξ, η; ~̃) given by

K0(ξ, η; ~̃) =

dρ−n(η)

dη

ξ − η F(ξ, η; ~̃) (5.113)

and the symmetric function F(ξ, η; ~̃) satisfies (for any 0 ≤ k ≤ k0 and sufficiently small ~ = ~(k0), where k0

is arbitrary but fixed, and ξ ≤ η)

|F(ξ, η; ~̃)| .
(
~̃ξ

1
2

)−1

min

{
1,

(
~̃ξ

1
2

)3
}
·G := Γ

~̃
. (5.114)

with

G :=



min

{
1,

(̃
~ξ

1
2

) 1
4

∣∣∣∣η
1
2 − ξ 1

2

∣∣∣∣
− 1

4

}
, for

∣∣∣∣∣∣
η

1
2

ξ
1
2

− 1

∣∣∣∣∣∣ . 1,

~

(̃
~ξ

1
2

)−1
min

{
1, ~̃ξ

1
2

}
·
(
ξ

1
2

η
1
2

)k

, for

∣∣∣∣∣∣
η

1
2

ξ
1
2

− 1

∣∣∣∣∣∣≫ 1.

(5.115)

For ~̃ & 1, we have, for any N > 0

|F(ξ, η; ~̃)| . Γn :=



η| log η| · ξ
1
2

η
1
2

, for η≪ 1,

max{ξ− 1
2 η−

1
2 , η−

1
4 ξ−

1
4 } ·

(
ξ

1
2

η
1
2

)n

·
( 〈ξ〉
η

)N
, for η & 1

. (5.116)
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For the derivatives of F(ξ, η; ~̃), we have, for k1 + k2 ≤ 2
∣∣∣∣∣∣∂

k1

ξ
1
2

∂
k2

η
1
2

F(ξ, η; ~̃)

∣∣∣∣∣∣ . max

{
1,

(
~̃ξ

1
2

)−k1
}
·max

{
1,

(
~̃η

1
2

)−k2
}
· Γ (5.117)

Here Γ is Γ
~̃

if ~ ≪ 1, and Γn if ~̃ & 1. The following estimate holds for trace-type derivatives for ~̃ ≪ 1:
∣∣∣∣∣∣
(
∂
ξ

1
2
+ ∂

η
1
2

)k

F(ξ, η; ~̃)

∣∣∣∣∣∣ ≤ Ck ξ
− k

2 · Γ, if ξ ≃ η, |η − ξ| ≤ ~̃ 2
3 ξ (5.118)

for all k ≥ 0.

Proof. Again we will often drop ~̃ from the notation. The proof is identical to that of Proposition 5.1 except

that for 2 ≤ n ≤ N0 we use Proposition 4.39, since the Airy functions are only used to construct φ−n(R, ξ)

for n ≥ N0. A similar calculation as in Proposition 5.1 gives

K f (η) =

〈∫ ∞

0

f (ξ)[R∂R − 2ξ∂ξ]φ(R, ξ)ρ(ξ) dξ, φ(R, η)

〉

L2
R dR

− 2

(
1 +

ηρ′(η)

ρ(η)

)
f (η).

To extract any δ(ξ − η) from the first line above we recall from Proposition 4.39,

φ(R, ξ) =2ξ−
1
4 R−

1
2 Re

(
a−(ξ)eiRξ

1
2 (

1 + g−(R, ξ)
))

with

g−(R, ξ) =
1

Rξ
1
2

(
C i + O

(
1

1 + R2

))
+ O

(
R−2ξ−1

)
,

∣∣∣(R∂R)kg−(R, ξ)
∣∣∣ ≤ ck(Rξ

1
2 )−1, and

∣∣∣(ξ∂ξ)kg−(R, ξ)
∣∣∣ ≤ ck(Rξ

1
2 )−1.

Therefore we have

(
R∂R − 2ξ∂ξ

)
φ(R, ξ) = − 4ξ−

1
4 R−

1
2 Re

(
ξa′−(ξ)eiRξ

1
2 (

1 + g−(R, ξ)
))

+ 2ξ−
1
4 R−

1
2 Re

(
a−(ξ)eiRξ

1
2
(
R∂R − 2ξ∂ξ

)
g−(R, ξ)

)
.

According to the profile of g−(R, ξ), we have

∣∣∣∣
(
R∂R − 2ξ∂ξ

)
g−(R, ξ)

∣∣∣∣ .
1

Rξ
1
2

O

(
R2

(1 + R2)2

)
.

Using that Re zRe w = 1
2

(Re (zw) + Re (zw)) we infer that the δ measure on the diagonal in the integral

lim
A→∞

∫ A

0

(
R∂R − 2ξ∂ξ

)
φ(R, ξ)φ(R, η)R dR
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comes from the expression

(ξη)−
1
4 lim

L→∞
Re

∫ ∞

0

−4

(
ξa′−(ξ)a−(η)eiR(ξ

1
2 −η

1
2 ) (1 + g−(R, ξ)

) (
1 + g−(R, η)

))
χ1(R)χ2(R/L)dR

+ (ξη)−
1
4 lim

L→∞
Re

∫ ∞

0

2eiR(ξ
1
2 −η

1
2 )a−(ξ)a−(η)

(
R∂R − 2ξ∂ξ

)
g−(R, ξ) · (1 + g−(R, η)) · χ1(R)χ2(R/L) dR

Here χ1 is a smooth cutoff which equals 1 near ∞ and which vanishes near 0, and χ2 = 1 − χ1. According

to the estimate on
(
R∂R − 2ξ∂ξ

)
g−(R, ξ) and the profile of g−, the δ measure comes from

(ξη)−
1
4 lim

L→∞
Re

∫ ∞

0

−4ξa′−(ξ)a−(η)eiR(ξ
1
2 −η

1
2 )χ1(R)χ2(R/L)dR

= − 4π(ξη)−
1
4 Re

(
ξa′−(ξ)a−(η)

)
δ(ξ

1
2 − η 1

2 )

= − 8πξRe
(
a′−(ξ)a−(ξ)

)
δ(ξ − η) = −4πξ

d

dξ

(
|a−(ξ)|2

)
= −ξ d

dξ

(
ρ(ξ)−1

)
δ(ξ − η).

This together with the calculation in (5.19) gives the desired result. �

5.2. Transference operator at angular momentum n = 1. The operator K1 is defined as

R̂∂Ru = −2ξ∂ξû +K1û. (5.119)

In this section, the Fourier transform is taken with respect to the Fourier basis φ̃(R, ξ) = R−
1
2φ(R, ξ) in

L2(RdR) where φ(R, ξ) is introduced in (4.21). Let ρ1(dξ) be the spectral measure associated with φ(R, ξ).

Using an argument similar to the n ≥ 2 case, we obtain the Plancherel identity

‖ f ‖2
L2

RdR

=

∥∥∥∥〈 f ,R−
1
2φ〉L2

RdR

∥∥∥∥
2

L2
ρ1(dξ)

,

and it follows that ρ1(dξ) is also the spectral measure for φ̃(R, ξ). The main result of this section is:

Proposition 5.3. The operator K1 is given by

(
K1 f

)
(ξ) = −

(
2 f (η) +

ηρ′
1
(η)

ρ1(η)
f (η)

)
δ(η − ξ).

In other words, the off-diagonal part of K1 vanishes. Here for simplicity we write the spectral measure

density
dρ1(ξ)

dξ
as ρ1(ξ), and recall from (4.32) that ρ1(ξ) =

2ξ

π2 for ξ > 0.

Proof. Similar to the proof of Proposition 5.1, for a function f ∈ C∞
0

((0,∞)), we define u(R) =
∫ ∞

0
φ̃(R, ξ) f (ξ)ρ1(ξ)dξ.

A computation similar to (5.8) gives

R̂∂Ru(ξ) =

〈∫ ∞

0

[R∂R − 2η∂η]φ̃(R, η) f (η)ρ1(η)dη, φ̃(R, ξ)

〉

L2(RdR)

− 2 f (ξ) − 2
ξρ′

1
(ξ)

ρ1(ξ)
f (ξ) − 2ξ f ′(ξ).

(5.120)
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Here we again used the representation (5.9) for Dirac measure. It follows that

(
K1 f

)
(η) =

〈∫ ∞

0

f (ξ)[R∂R − 2ξ∂ξ]φ̃(R, ξ)ρ1(ξ)dξ, φ̃(R, η)

〉

L2
RdR

− 2

(
1 +

ηρ′
1
(η)

ρ1(η)

)
f (η).

(5.121)

To extract any δ(ξ − η)-contribution from the RdR-integral above, we recall from (4.29), (4.31) and (4.32)

(Here we adopt the notations from these equations):

φ̃(R, ξ) =2R−
1
2 Re (a(ξ)ψ(R, ξ))

=2Re

−e−
πi
4

π

4iξ
3
4

R−
1
2 eiRξ

1
2


√

2

π
+

a1

Rξ
1
2

+ O((R2ξ)−1)


 .

(5.122)

Here O((R2ξ)−1) obeys the “symbol-type” behavior upon differentiation. In view of (5.15), applying the

differential operator R∂R − 2ξ∂ξ to (5.122) yields

(R∂R − 2ξ∂ξ)φ̃(R, ξ) = − 2Re

e−
πi
4

3π

8iξ
3
4

R−
1
2 eiRξ

1
2


√

2

π
+

a1

Rξ
1
2

+ O((R2ξ)−1)




+ Re

e−
πi
4

π

4iξ
3
4

R−
1
2 eiRξ

1
2


√

2

π
+

a1

Rξ
1
2

+ O((R2ξ)−1)




= − Re

e−
πi
4

π

2iξ
3
4

R−
1
2 eiRξ

1
2


√

2

π
+

a1

Rξ
1
2

+ O((R2ξ)−1)




(5.123)

Now we again use the fact Re zRe w = 1
2

(Re (zw) + Re (zw)) to find the δ measure on the diagonal in the

integral

lim
A→∞

∫ A

0

[R∂R − 2ξ∂ξ]φ̃(R, ξ)φ̃(R, η)RdR.

The contribution from the δ measure is given by

lim
L→∞

π2

8
· 2

π
ξ−

3
4 η−

3
4 Re

∫ ∞

0

eiR(ξ
1
2 −η

1
2 )χ1(R)χ2(R/L)dR := I(ξ, η; 1). (5.124)

Here the cutoff functions χ1, χ2 are the same as in (5.16). The contribution from the profile O((R2ξ)−1)

in (5.122)-(5.123) is integrable in R, therefore is not part of the δ measure. The contribution from a1

Rξ
1
2

in

(5.122)-(5.123) gives an integral of the form (5.18), therefore is not part of the δ measure either. Then a

standard calculation gives

I(ξ, η; 1) =
π2

4
ξ−

3
4 η−

3
4 δ(ξ

1
2 − η 1

2 ) =
π2

2
ξ−

1
4 η−

3
4 δ(ξ − η),

which in term gives the diagonal contribution
〈∫ ∞

0

f (ξ)[R∂R − 2ξ∂ξ]φ̃(R, ξ)ρ1(ξ)dξ, φ̃(R, η)

〉

L2
RdR
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=

〈
π2

2
ξ−

1
4 η−

3
4 δ(ξ − η), f (ξ)ρ1(ξ)

〉

dξ

= f (η) =
ηρ′

1
(η)

ρ1(η)
f (η).

This gives the desired representation for the diagonal part of K1. For the off-diagonal part, we proceed

similarly as in Proposition 5.1 to obtain that the kernel of the off-diagonal part of K1 is given by

F(ξ, η; 1) =

∫ ∞

0

W1(R)φ(R, ξ)φ(R, η)RdR

where

W1(R) := [H+1 ,R∂R] − 2H+1 .

But a direct computation shows that [H+
1
,R∂R] − 2H+

1
= 0. Therefore the off-diagonal part vanishes and the

proof is completed. �

5.3. Transference operator at angular momentum n = −1. The operator K−1 is defined as

R̂∂Ru = −2ξ∂ξû +K−1û. (5.125)

In this section, the Fourier transform is taken with respect to the Fourier basis φ−1(R, ξ) = ξ−1D−
(
R−

1
2Φ−1(R, ξ)

)

where Φ−1(R, ξ) is constructed in Proposition 4.3. Let ρ−1(dξ) be the spectral measure associated with

Φ−1(R, ξ). Let f ∈ L2(RdR) as in Lemma 4.6 and recall from (4.61),

D− f (R) =

∫ ∞

0

x−1(ξ)φ−1(R, ξ)̃ρ−1(dξ), x−1(ξ) = 〈D− f , φ−1(R, ξ)〉L2
RdR
,

where ρ̃−1(dξ) = ξρ−1(dξ). Moreover, Proposition 4.7 gives the Plancherel identity:

‖D− f ‖2
L2(RdR)

= ‖〈D− f , φ−1(R, ξ)〉‖2
L2(ρ̃−1)

.

The main result of this section is

Proposition 5.4. The operator K−1 is given by

K−1 f (ξ) = −
(
2 f (η) +

ηρ̃′−1
(η)

ρ̃−1(η)
f (η)

)
δ(η − ξ) +K0

−1 f (ξ)

where the off-diagonal part K0
−1

has a kernel K0(ξ, η;−1) given by

K0(ξ, η;−1) =
ρ̃−1(η)

ξ − η F−1(ξ, η) (5.126)

where the symmetric function F−1(ξ, η) satisfies (for ξ ≤ η, and any N ∈ N)

|F−1(ξ, η)| .
(
〈ξ〉
〈η〉

)N
〈η〉−1 · min{ξ 1

2 , ξ−2}
η

1
2

+ 〈η〉−1 min{1, η− 3
4 }


+ 〈ξ〉−1〈η〉−1η−
3
4 ·min{ξ 3

4 , ξ−
3
4 }


ξ

1
2

η
1
2


N

:= Γ−1.

(5.127)
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For the derivatives of F−1(ξ, η), we have
∣∣∣∣∣∂ξ 1

2
F−1(ξ, η)

∣∣∣∣∣ .
(
1 + ξ−

1
2

)
· Γ−1,

∣∣∣∣∣∂η 1
2
F−1(ξ, η)

∣∣∣∣∣ .
Γ−1

η
1
2

(
1 + ξ

1
2

)
,

∣∣∣∣∣∂
2

ξ
1
2

F−1(ξ, η)

∣∣∣∣∣ .
(
1 + ξ−1

)
· Γ−1,

∣∣∣∣∣∂
2

η
1
2

F−1(ξ, η)

∣∣∣∣∣ .
Γ−1

η
· (1 + ξ) ,

∣∣∣∣∣∂ξ 1
2
∂
η

1
2
F−1(ξ, η)

∣∣∣∣∣ .
Γ−1

η
1
2

(
ξ

1
2 + ξ−

1
2

)
.

(5.128)

Proof. Similar to the proof of Proposition 5.1 and Proposition 5.3, for a function f ∈ C∞
0

((0,∞)), we define

u(R) =
∫ ∞

0
φ−1(R, ξ) f (ξ)ρ−1(ξ)dξ. A computation similar to (5.8) and (5.10) gives

(K−1 f )(η) =

〈∫ ∞

0

f (ξ)[R∂R − 2ξ∂ξ]φ−1(R, ξ)̃ρ−1(ξ)dξ, φ−1(R, η)

〉

L2
RdR

− 2

(
1 +

ηρ̃′−1
(η)

ρ̃−1(η)

)
f (η).

(5.129)

To extract the δ measure, we recall from Proposition 4.4, Proposition 4.5 and (4.17):

φ−1(R, ξ) =ξ−1D−
(
2R−

1
2 Re

(
a−1(ξ)Ψ+−1(R, ξ)

))

=2ξ−1D−
Re

R−
1
2 a−1(ξ)ξ−

1
4 eiRξ

1
2

1 −
i

8Rξ
1
2

+
1

Rξ
1
2

O

(
1

1 + R2

)
+ O

(
1

R2ξ

)



=2Re

R−
1
2 iξ−

3
4 a−1(ξ)eiRξ

1
2

1 + O


1

Rξ
1
2

 + O

(
1

R2

)


(5.130)

Again the profiles O

(
1

Rξ
1
2

)
and O

(
1

R2

)
obey “symbol-type” behavior upon differentiation. Applying the

differential operator R∂R − 2ξ∂ξ to (5.130) yields

(R∂R − 2ξ∂ξ)φ−1(R, ξ)

= − R−
1
2 Re

a−1(ξ)iξ−
3
4 eiRξ

1
2

1 + O


1

Rξ
1
2

 + O

(
1

R2

)


+ Re

R−
1
2

(
3iξ−

3
4 a−1(ξ) − 4iξ

1
4 a′−1(ξ)

)
eiRξ

1
2

1 + O


1

Rξ
1
2

 + O

(
1

R2

)


=Re

R−
1
2

(
2iξ−

3
4 a−1(ξ) − 4iξ

1
4 a′−1(ξ)

)
eiRξ

1
2

1 + O


1

Rξ
1
2

 + O

(
1

R2

)


(5.131)

We again use the fact Re zRe w = 1
2
(Re (zw) + Re (zw) to find the δ measure on the diagonal in the integral

lim
A→∞

∫ A

0

[R∂R − 2ξ∂ξ]φ−1(R, ξ)φ−1(R, η)RdR.
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As in the proof for Proposition 5.1 and Proposition 5.4, the profiles O

(
1

Rξ
1
2

)
and O

(
1

R2

)
in the parenthesis

Re (...) in (5.130) and (5.131) do not contribute to the δ measure. Therefore the contribution in consideration

is given by

lim
L→∞

∫ ∞

0

Re

(((
2ξ−

3
4 a−1(ξ) − 4ξ

1
4 a′−1(ξ)

)
η−

3
4 a−1(η)

)
eiR(ξ

1
2 −η

1
2 )

)
χ1(R)χ2(R/L)dR := I(ξ, η;−1) (5.132)

where χ1, χ2 is again the same as in (5.16). Now a routine calculation gives

I(ξ, η;−1) =πRe

((
2ξ−

3
4 a−1(ξ) − 4ξ

1
4 a′−1(ξ)

)
η−

3
4 a−1(η)

)
δ(ξ

1
2 − η 1

2 )

=2ξ
1
2πRe

((
2ξ−

3
4 a−1(ξ) − 4ξ

1
4 a′−1(ξ)

)
η−

3
4 a−1(η)

)
δ(ξ − η),

which in turn gives the diagonal contribution
〈∫ ∞

0

f (ξ)[R∂R − 2ξ∂ξ]φ−1(R, ξ)̃ρ−1(ξ)dξ, φ−1(R, η)

〉

L2
RdR

=

〈
2ξ

1
2πRe

((
2ξ−

3
4 a−1(ξ) − 4ξ

1
4 a′−1(ξ)

)
η−

3
4 a−1(η)

)
δ(ξ − η), f (ξ)̃ρ−1(ξ)

〉

dξ

=2πη
1
2 Re

(
2η−

3
2 |a−1(η)|2 − 4η−

1
2 a′−1(η)a−1(η)

)
f (η)̃ρ−1(η)

=
(
4πη−1|a−1(η)|2 − 4π

(
|a−1(η)|2

)′)
f (η)̃ρ−1(η)

=

(
1

ηρ−1(η)
+

ρ′−1
(η)

(ρ−1(η))2

)
f (η)̃ρ−1(η) =

ηρ̃′−1
(η)

ρ̃−1(η)
f (η).

This gives the desired result on the diagonal part of K−1. Here we used the relation ρ−1(ξ) = 1
4π
|a−1(ξ)|−2

given in Proposition 4.5.

For the off-diagonal part K0
−1

, a routing calculation as in the proof of Proposition 5.1 gives the expression

for F−1(ξ, η):

F−1(ξ, η) =

∫ ∞

0

W−1(R)φ−1(R, ξ), φ−1(R, η)R dR, W−1(R) =
[
H̃−1 ,R∂R

]
− 2H̃−1 =

16

(1 + R2)2
.

By Proposition 4.3 and D−
(
R−

1
2Φ−1

0
(R)

)
= 0, we have, for R2ξ . 1

|φ−1(R, ξ)| . R3〈R2〉−1
. ξ−

1
2 〈ξ〉−1, |∂Rφ−1(R, ξ)| . R2〈R2〉−1

. 〈ξ〉−1. (5.133)

For R2ξ ≫ 1, we have, by Propositions 4.4, 4.5 and (4.60),

φ−1(R, ξ) = ξ−1D−
(
2Re

(
a−1(ξ)R−

1
2 ξ−

1
4 eiRξ

1
2
σ−1(Rξ

1
2 ,R)

))

≃ ξ− 5
4 〈ξ〉−1D−

(
Re

(
R−

1
2 eiRξ

1
2

(
1 + O

(
R−1ξ−

1
2

))))

≃ ξ− 3
4 〈ξ〉−1Re

(
R−

1
2 eiRξ

1
2

(
1 + O

(
R−1ξ−

1
2

)))
(5.134)
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Without loss of generality, we again assume ξ ≤ η and set η
1
2 = ζξ

1
2 . We discuss the following three regimes:

Rη
1
2 ≥ Rξ

1
2 ≫ 1, Rη

1
2 ≫ 1 & Rξ

1
2 and 1 & Rη

1
2 ≥ Rξ

1
2 . We start with first case where both φ−1(R, ξ) and

φ−1(R, η) are in the oscillatory regime. In this case we consider the integral

Fa
−1(ξ, η) :=

∫ ∞

0

χ
Rη

1
2≫1
· χ

Rξ
1
2≫1
·W−1(R)φ−1(R, ξ)φ−1(R, η)R dR

=

∫ ∞

0

χ
Rη

1
2≫1

χ
Rξ

1
2≫1

W−1(R)ξ−
3
4 〈ξ〉−1η−

3
4 〈η〉−1

· Re

(
eiRξ

1
2

(
1 + O

(
R−1ξ−

1
2

)))
Re

(
eiRη

1
2

(
1 + O

(
R−1η−

1
2

)))
dR.

(5.135)

If we simply bound the oscillatory factors eiRξ
1
2 and eiRη

1
2 in absolute value, then we have (taking into

account the integral of W−(R))

∣∣∣Fa
−1(ξ, η)

∣∣∣ .〈ξ〉−1〈η〉−1η−
3
4 ·min{ξ 3

4 , ξ−
3
4 }. (5.136)

To gain any factor of
ξ

1
2

η
1
2

, we need to use integration by parts. We consider an integral of the following form.

The other cases can be handled similarly:
∫ ∞

0

χR2η≫1χR2ξ≫1W−1(R)ξ−
3
4 〈ξ〉−1η−

3
4 〈η〉−1 · eiRξ

1
2

(
1 + O

(
R−1ξ−

1
2

))

· ∂R(eiRη
1
2 )

iη
1
2

(
1 + O

(
R−1η−

1
2

))
dR.

(5.137)

Upon integration by parts, no matter ∂R hits W−(R) or O(R−1ξ−
1
2 ), we gain a factor of R−1

. ξ
1
2 . Therefore

Fa
−1

(ξ, η) can be also bounded by

|Fa
−1(ξ, η)| . 〈ξ〉−1〈η〉−1η−

3
4 ·min{ξ 3

4 , ξ−
3
4 }


ξ

1
2

η
1
2


N

, for any N > 0. (5.138)

Next we turn to the regime Rη
1
2 ≫ 1 & Rξ

1
2 , in which we consider the integral

Fb
−1(ξ, η) :=

∫ ∞

0

χR2η≫1χR2ξ.1W−1(R)φ−1(R, ξ)φ−1(R, η)R dR

=

∫ ∞

0

χR2η≫1χR2ξ.1W−1(R)η−
3
4 〈η〉−1R

1
2

· φ−1(R, ξ)Re

(
eiRη

1
2

(
1 + O

(
R−1η−

1
2

)))
dR.

(5.139)

By (5.133) this integral is bounded by

|Fb
−1(ξ, η)| .〈η〉−1 min{1, η− 3

4 }. (5.140)
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Finally we consider the regime 0 < Rξ
1
2 ≤ Rη

1
2 . 1. The integral in consideration now is given by

Fc
−1(ξ, η) :=

∫ ∞

0

χR2η.1χR2ξ.1W−1(R)φ−1(R, ξ)φ−1(R, η)R dR. (5.141)

In view of (5.133), this can be bounded by

∣∣∣Fc
−1(ξ, η)

∣∣∣ .
∣∣∣∣∣
∫ ∞

0

χR2η.1χR2ξ.1W−1(R)R3〈R2〉−1η−
1
2 〈η〉−1R dR

∣∣∣∣∣ . 〈η〉
−1 · min{ξ 1

2 , ξ−2}
η

1
2

. (5.142)

To obtain the rapid decay factor
( 〈ξ〉
〈η〉

)N
for any N > 0, we consider

η

∫ ∞

0

χ
Rξ

1
2≪1

W−1(R)φ−1(R, ξ)φ−1(R, η)R dR = −
∫ ∞

0

χ
Rξ

1
2≪1

W−1(R)φ−1(R, ξ)H+−1 (φ−1(R, η)) R dR,

and use an argument similar to the proof of Proposition 5.1.

Next we turn to the derivatives of F−1(ξ, η). By Proposition 4.3 and (4.60), if Rξ
1
2 . 1, then upon a

differentiation in ξ
1
2 for φ−1(R, ξ), we gain an extra factor of ξ−

1
2 . This of course also holds for φ−1(R, η)

when Rη
1
2 . 1. Therefore the desired estimates hold for Rξ

1
2 . 1 and Rη

1
2 . 1. If Rη

1
2 ≫ 1, we use

Propositions 4.4 and 4.5, as well as (4.60), to obtain that compared to the undifferentiated basis, we gain

a factor of R upon a differentiation in η
1
2 . In the estimates for the derivatives of F−1(ξ, η), this extra factor

of R is absorbed into the function W−1(R). Therefore if η ≪ 1, we simply obtain a factor of η−
1
2 . If η & 1

and Rξ
1
2 . 1, we use (5.106)and integration by parts in R to obtain the desired estimates. The case when

1 ≪ Rξ
1
2 ≤ Rη

1
2 is more delicate. First, for ∂

η
1
2

F−1(ξ, η) and ∂2

η
1
2

F−1(ξ, η), we again use (5.106) and the

above integration by parts argument to obtain:

∣∣∣∣∣∂
k

η
1
2

F−1(ξ, η)

∣∣∣∣∣ . max{1, ξ−k} · Γ−1 ·

ξ

1
2

η
1
2


k

, for k = 1, 2, and 1≪ Rξ
1
2 ≤ Rη

1
2 . (5.143)

Here Γ−1 is the bound for the undifferentiated F−1(ξ, η) in the same regime. For the derivatives in ξ
1
2 , we

again distinguish the cases when ξ ≪ 1 and ξ & 1. If ξ ≪ 1, we simply obtain a factor of ξ−
1
2 upon a

differentiation in ξ
1
2 . If ξ & 1, then we obtain the same bound as the undifferentiated one. Therefore we have
∣∣∣∣∣∂ξ 1

2
F−1(ξ, η)

∣∣∣∣∣ . Γ−1,

∣∣∣∣∣∂
2

ξ
1
2

F−1(ξ, η)

∣∣∣∣∣ . Γ−1,

∣∣∣∣∣∂ξ 1
2
∂
η

1
2

F−1(ξ, η)

∣∣∣∣∣ . max{1, ξ−1} · Γ−1 ·
ξ

1
2

η
1
2

for 1 ≪ Rξ
1
2 ≤ Rη

1
2 .

(5.144)

This completes the proof. �

5.4. Transference operator at angular momentum n = 0. The operator K is defined as

R̂∂Ru = −2ξ∂ξû +K û. (5.145)
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In this section, the Fourier transform is taken with respect to the Fourier basis (See (4.1) in [16])

φ0(R, ξ) := ξ−1D0

(
R−

1
2φKS T (R, ξ)

)
(5.146)

Here φKS T (R, ξ) (See [18]) is the Fourier basis associated to the operator

LKS T := −∂2
R +

3

4R2
− 8

(1 + R2)2

with respect to the measure dR. The operator D0 (See [16]) is given by

D0 := ∂R +
1

R
− 2

R(R2 + 1)
.

As in [16], we have

Proposition 5.5. The operator K is given by, with ρ̃0(ξ) being the spectral measure density associated to

the Fourier basis φ0(R, ξ),

K f (ξ) = −2 f (ξ) −
ρ̃′

0
(ξ)ξ

ρ̃0(ξ)
· f (ξ) +K0 f (ξ)

where the off-diagonal operator K0 is an integral operator with kernel

ρ̃0(η)F0(ξ, η)

ξ − η .

The symmetric C2 function F0(ξ, η) satisfies the bounds

|F0(ξ, η)| .min{ξ 3
2 , 1}ξ− 1

4 log(1 + ξ−1)η−
1
4 log(1 + η−1) ·


ξ

1
2

η
1
2


N

+
η
(
log(1 + η−1)

)2

〈η〉N+ 1
4

+ 〈η〉−3

(
〈ξ〉
〈η〉

)N

:= Γ0.

(5.147)

For the derivatives of F0(ξ, η), we have
∣∣∣∣∣∂ξ 1

2
F0(ξ, η)

∣∣∣∣∣ .
(
1 + ξ−

1
2

)
· Γ0,

∣∣∣∣∣∂η 1
2
F0(ξ, η)

∣∣∣∣∣ .
Γ0

η
1
2

(
1 + ξ

1
2

)
,

∣∣∣∣∣∂
2

ξ
1
2

F0(ξ, η)

∣∣∣∣∣ .
(
1 + ξ−1

)
· Γ0,

∣∣∣∣∣∂
2

η
1
2

F0(ξ, η)

∣∣∣∣∣ .
Γ0

η
· (1 + ξ) ,

∣∣∣∣∣∂ξ 1
2
∂
η

1
2
F0(ξ, η)

∣∣∣∣∣ .
Γ0

η
1
2

(
ξ

1
2 + ξ−

1
2

)
.

(5.148)

Proof. The diagonal part of the operator K was calculated in [16]. Here we strive to derive a more precise

bound on the off-diagonal kernel F0(ξ, η). A routing calculation gives (See (4.17 ) in [16])

F0(ξ, η) :=

∫ ∞

0

W0(R)φ0(R, ξ)φ0(R, η)R dR, W0(R) :=
16

(1 + R2)2
− 32

(1 + R2)3
. (5.149)

Again in view of the bounds derived in [16], we have

|φ0(R, ξ)| . log(1 + R2) for R2ξ . 1. (5.150)
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and

φ0(R, ξ) =R−
1
2 ξ−

1
4 log

(
1 + ξ−1

)
Re

(
eiRξ

1
2

(
1 + O

(
R−1ξ−

1
2

)))
for Rξ

1
2 ≫ 1. (5.151)

Again we split into the following three regimes: Rη
1
2 ≥ Rξ

1
2 ≫ 1,Rη

1
2 ≫ 1 & Rξ

1
2 and 1 & Rη

1
2 ≥ Rξ

1
2 . We

start with the case when both φ0(R, ξ) and φ0(R, η) are in the oscillatory regime:

Fa
0(ξ, η) :=

∫ ∞

0

χ
Rη

1
2≫1

χ
Rξ

1
2≫1

W0(R)φ0(R, ξ)φ0(R, η)R dR

=

∫ ∞

0

χ
Rη

1
2≫1

χ
Rξ

1
2≫1

W0(R)ξ−
1
4 log

(
1 + ξ−1

)
η−

1
4 log

(
1 + η−1

)

· Re

(
eiRξ

1
2

(
1 + O

(
R−1ξ−

1
2

)))
Re

(
eiRη

1
2

(
1 + O

(
R−1η−

1
2

)))
dR.

(5.152)

If we simply bound the oscillatory factors in absolute value, then we have
∣∣∣Fa

0(ξ, η)
∣∣∣ . min{ξ 3

2 , 1} · ξ− 1
4 log

(
1 + ξ−1

)
η−

1
4 log

(
1 + η−1

)

Writing eiRη
1
2
= 1

iη
1
2

∂R

(
eiRη

1
2

)
, we can do integration by parts. No matter ∂R hits W0(R) or O(R−1ξ−

1
2 ), we

gain a factor of R−1
. ξ

1
2 . Therefore Fa

0
(ξ, η) can be bounded by

∣∣∣Fa
0(ξ, η)

∣∣∣ . min{ξ 3
2 , 1} · ξ− 1

4 log
(
1 + ξ−1

)
η−

1
4 log

(
1 + η−1

)
·

ξ

1
2

η
1
2


N

, for any N > 0. (5.153)

Next we turn to the regime Rη
1
2 ≫ 1 & Rξ

1
2 :

Fb
0(ξ, η) :=

∫ ∞

0

χ
Rη

1
2≫1

χ
Rξ

1
2 .1

W0(R)φ0(R, ξ)φ0(R, η)R dR

=

∫ ∞

0

χ
Rη

1
2≫1

χ
Rξ

1
2 .1

W0(R)R
1
2 log(1 + R2)η−

1
4 log(1 + η−1)Re

(
eiRη

1
2

(
1 + O

(
R−1η−

1
2

)))
dR,

(5.154)

which is bounded by, upon integration by parts

∣∣∣Fb
0(ξ, η)

∣∣∣ .
η
(
log

(
1 + η−1

))2

〈η〉 1
4

〈η〉−N , for any N > 0. (5.155)

Finally we consider the regime 0 < Rξ
1
2 ≤ Rη

1
2 . 1, and we have

∣∣∣Fc
0(ξ, η)

∣∣∣ .
∣∣∣∣∣
∫ ∞

0

χR2η.1χR2ξ.1W0(R)φ0(R, ξ)φ0(R, η)R dR

∣∣∣∣∣ . 〈η〉
−3. (5.156)

To gain the rapid decay
( 〈ξ〉
〈η〉

)N
for any N > 0, we consider

η

∫ ∞

0

χ
Rξ

1
2≪1

W0(R)φ0(R, ξ)φ0(R, η)R dR = −
∫ ∞

0

χ
Rξ

1
2≪1

W0(R)φ0(R, ξ)H0 (φ0(R, η)) R dR,
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and then a routing argument gives the desired estimate.

The estimates on the derivatives of F0(ξ, η) are derived similarly as those for F−1(ξ, η). �

6. Estimates for smooth sources for n ≥ 2

6.1. Precise equations-Revisit. In this section, we derive the precise equations for each angular mode and

their counterpart on Fourier side with respect to the R-variable. We start by taking the Fourier transform for

the equation (3.59) with respect to the angular variable. To this end, we (formally) expand N(ϕℓ), ℓ = 1, 2

(recall the notation in (3.60)) into Fourier series

N(ϕℓ)(t,R, θ) =
∑

n

N̂(ϕℓ)(n, t,R)einθ, N̂(ϕℓ)(n, t,R) :=

∫ 2π

0

N(ϕℓ)(t,R, θ)e
−inθ dθ

2π
, n ∈ Z, ℓ = 1, 2

(6.1)

Then we have the Fourier counterpart of the equation (3.59), with ε±(τ,R, θ) = ϕ1(τ,R, θ) ∓ iϕ2(τ,R, θ):

−
((
∂τ +

λτ

λ
R∂R

)2

+
λτ

λ

(
∂τ +

λτ

λ
R∂R

))
ε±(n) + H±n ε±(n) = F±(n), (6.2)

where the source term admits a decomposition into the following pieces:

F±(n) = λ−2N±(n) − 2
sin [2Q + ǫ] sin ǫ

R2
ε±(n) − 4

sin
[
Q + ǫ

2

]
sin

[
ǫ
2

]

R2
iε±,θ(n)

± i

(
2∂Rǫ

1 + R2
+ (∂Rǫ)

2 − λτ
λ

8R

1 + R2

(
∂τǫ +

λτ

λ
R∂Rǫ

)
−

(
∂τǫ +

λτ

λ
R∂Rǫ

)2
)
ϕ2(n)

∓ (1 + ν)2

ν2τ2
· 4R2

1 + 2R2 + R4
iϕ2(n),

(6.3)

and where the first component of F±(n) is the angular momentum n projection (which we shall denote by

Πn) of λ−2N(ϕ1) ∓ iλ−2N(ϕ2):

λ−2N±(n) = Πn (Pε±)

+ Πn


2√

1 − |ΠΦ⊥ϕ|2

UR

2∑

j=1

ϕ jϕ j,R −
(
∂τ +

λτ

λ
R∂R

)
U

2∑

j=1

ϕ j

(
∂τ +

λτ

λ
R∂R

)
ϕ j





∓ Πn


2 sin U

R2

√
1 − |ΠΦ⊥ϕ|2

2∑

j=1

ϕ jϕ j,θ



P =
∣∣∣Ψt

∣∣∣2 −
∣∣∣Φt

∣∣∣2 −
∣∣∣∇Ψ

∣∣∣2 +
∣∣∣∇Φ

∣∣∣2,

(6.4)

and where the fine structure of the last term P is given in (3.49).
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Now we derive the equations in (τ, ξ)-variable for |n| ≥ 2. We first introduce the following notations:

x~(τ, ξ) :=F ~(ε+(τ,R, n)) :=

∫ ∞

0

φ(R, ξ; ~)ε+(τ,R, n)R dR,

x~̃(τ, ξ) :=F ~̃(ε−(τ,R,−n)) :=

∫ ∞

0

φ(R, ξ; ~̃)ε−(τ,R,−n)R dR.

(6.5)

Here φ(R, ξ; ~) := R−
1
2φn(R, ξ) where φn(R, ξ) are introduced in Proposition 4.32 for n ≫ 1, and φ(R, ξ; ~) :

R−
1
2 wn(ξ)φ(R, ξ) where wn(ξ)φ(R, ξ) are introduced in Proposition 4.37 for 2 ≤ n ≤ N0. Similarly, φ(R, ξ; ~̃) :=

R−
1
2φ−n(R, ξ) where φ−n(R, ξ) are introduced in Proposition 4.45 for n ≫ 1, and φ(R, ξ; ~̃) := R−

1
2φ−n(R, ξ)

where φ−n(R, ξ) are introduced in Proposition 4.39 for 2 ≤ n ≤ N0.

Applying the Fourier transform F ~ to both sides of the “+”-component of (3.61), we obtain

−
(
∂τ − 2

λ′(τ)

λ(τ)
ξ∂ξ +

λ′(τ)

λ(τ)
K~

)2

x~ − λ
′(τ)

λ(τ)

(
∂τ − 2

λ′(τ)

λ(τ)
ξ∂ξ +

λ′(τ)

λ(τ)
K~

)
x~ − ξx~ = F ~ (F+) . (6.6)

By the definition of K (0)

~
, the above equation becomes

−
(
D2
τ +

λ′(τ)

λ(τ)
Dτ + ξ

)
x~

=F ~ (N+(ε)(n))

+ 2
λ′(τ)

λ(τ)
K (0)

~
Dτx~ +

(
λ′(τ)

λ(τ)

)′
K (0)

~
x~ +

λ′(τ)

λ(τ)

[
Dτ,K (0)

~

]
x~ +

(
λ′(τ)

λ(τ)

)2 ((
K (0)

~

)2
+K (0)

~

)
x~

=:F ~ (N+(ε)(n)) + R~(x~,Dτx~).

(6.7)

Here the operator Dτ is defined as

Dτ := ∂τ − 2
λ′(τ)

λ(τ)
ξ∂ξ −

λ′(τ)

λ(τ)

ρ′n(ξ)ξ

ρn(ξ)
− 2

λ′(τ)

λ(τ)
. (6.8)

For the second order linear operator appearing in the equation (6.7), we have, by direct calculation (see [17]),

Lemma 6.1. LetDτ be as in (6.8). If x(τ, ξ) satisfies
(
D2
τ +

λ′(τ)

λ(τ)
Dτ + ξ

)
x(τ, ξ) = 0; x(τ0, ξ) = x0(ξ), Dτx(τ0, ξ) = x1(ξ), (6.9)

then x(τ, ξ) is given by

x(τ, ξ) =
λ(τ)2

λ(τ0)2

ρ
1
2
n

(
λ(τ)2

λ(τ0)2 ξ

)

ρ
1
2
n (ξ)

cos

(
λ(τ)ξ

1
2

∫ τ

τ0

λ(u)−1du

)
x0

(
λ(τ)2

λ(τ0)2
ξ

)

+ ξ−
1
2
λ(τ)

λ(τ0)

ρ
1
2
n

(
λ(τ)2

λ(τ0)2 ξ

)

ρ
1
2
n (ξ)

sin

(
λ(τ)ξ

1
2

∫ τ

τ0

λ(u)−1du

)
x1

(
λ(τ)2

λ(τ0)2
ξ

)
.

(6.10)
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If x(τ, ξ) satisfies
(
D2
τ +

λ′(τ)

λ(τ)
Dτ + ξ

)
x(τ, ξ) = f (τ, ξ); x(τ0, ξ) = Dτx(τ0, ξ) = 0, (6.11)

then

x(τ, ξ) = ξ−
1
2

∫ τ

τ0

λ(τ)

λ(σ)

ρ
1
2
n

(
λ(τ)2

λ(τ0)2 ξ

)

ρ
1
2
n (ξ)

sin

(
λ(τ)ξ

1
2

∫ τ

σ

λ(u)−1du

)
f

(
σ,

λ(τ)2

λ(σ)2
ξ

)
dσ (6.12)

6.2. Spaces for smooth sources. In this section we strive to prove the estimates on the “regular” part of

x~(τ, ξ). Here “regular” means in H5+(R2). We first introduce the following space:

‖ f (ξ)‖S ~
0

:= ‖(~2ξ)1− δ
2 〈~2ξ〉 3

2
+δ f (ξ)‖L2

dξ
. (6.13)

Here δ > 0 is a sufficiently small constant.

We have the following decay estimate for (6.10) in ‖ · ‖S ~
0
:

Proposition 6.2. Let x(τ, ξ) be as in (6.10) with x0(ξ) and x1(ξ) satisfying

‖x0‖S ~
0
< ∞, ‖x1‖S ~

1
< ∞, where ‖ · ‖S ~

1
:= ‖ξ− 1

2 · ‖S ~
0
.

Then we have, for some constant c > 0,

‖x(τ, ·)‖S ~
0
.

(
τ

τ0

)−3+cν (
‖x0‖S ~

0
+ ‖x1‖S ~

1

)
,

where the implicit constant is independent of ~.

Proof. Without loss of generality, we may assume that x1 = 0. A direct calculation gives

‖(~2ξ)1− δ
2 〈~2ξ〉 3

2
+δx(τ, ξ)‖L2

dξ
.

(
λ(τ)

λ(τ0)

)−2+δ
∥∥∥∥∥∥∥∥

(
~

2 λ(τ)2

λ(τ0)2
ξ

)1− δ
2
〈
~

2 λ(τ)2

λ(τ0)2
ξ

〉 3
2
+δ

x(τ, ξ)

∥∥∥∥∥∥∥∥
L2

dξ

.

(
λ(τ)

λ(τ0)

)−1+δ

‖x0‖S ~
0
.

For any ν ∈
(
0, 1

2

)
, we simply choose δ > 0 sufficiently small such that δ . ν2 to obtain the desired result. �

We also have the following estimate for (6.12) in ‖ · ‖S ~
0
:

Proposition 6.3. Let x(τ, ξ) be as in (6.12) with f satisfying, for some constant c > 0,
(
σ

τ0

)3−cν

· σ ‖ f (σ, ·)‖S ~
1
< ∞, for σ ∈ [τ0, τ].

Then for the same constant c > 0, we have
(
τ

τ0

)3−cν

· ‖x(τ, ·)‖S ~
0
. sup

τ0≤σ≤τ

(
σ

τ0

)3−cν

· σ ‖ f (σ, ·)‖S ~
1
.

Here the implicit constant depends only on ν and c.
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Proof. A direct calculation gives, for δ≪ ν2 and some c′ ≪ 1,
(
τ

τ0

)3−cν

· ‖x(τ, ·)‖S ~
0
.

(
τ

τ0

)3−cν

·
∫ τ

τ0

λ(τ)

λ(σ)

∥∥∥∥∥∥∥
(~2ξ)1− δ

2

ξ
1
2

〈~2ξ〉 3
2
+δ · f

(
σ,

λ(τ)2

λ(σ)2
ξ

)∥∥∥∥∥∥∥
L2

dξ

dσ

.

(
τ

τ0

)3−cν

·
∫ τ

τ0

(
λ(τ)

λ(σ)

)−1+δ

‖ f (σ, ·)‖S ~
1

dσ

.

(
τ

τ0

)3−cν

·
∫ τ

τ0

(
σ

τ

)3−cν

·
(
σ

τ

)c′ν
σ−1 · σ‖ f (σ, ·)‖S ~

1
dσ

. sup
τ0≤σ≤τ

(
σ

τ0

)3−cν

· σ ‖ f (σ, ·)‖S ~
1
,

as claimed. �

Based on the proof of the above proposition, we have the following:

Corollary 6.4. Let x(τ, ξ) be as in (6.12) with f satisfying, for some constant c > 0,
(
σ

τ0

)3−cν

· σ2 ‖ f (σ, ·)‖S ~
1
< ∞, for σ ∈ [τ0, τ].

Then for the same constant c > 0, we have
(
τ

τ0

)3−cν

· ‖x(τ, ·)‖S ~
0
≪τ0

sup
τ0≤σ≤τ

(
σ

τ0

)3−cν

· σ2 ‖ f (σ, ·)‖S ~
1
.

We also have the following estimate on the operator K (0)

~
acting on the space S ~

0
and S ~

1
:

Proposition 6.5. Let K (0)

~
be as in Proposition 5.1. We have the bounds:

∥∥∥∥K (0)

~
f
∥∥∥∥

S ~
0

. ‖ f ‖S ~
0
,

∥∥∥∥K (0)

~
f
∥∥∥∥

S ~
1

. ‖ f ‖S ~
1
,

∥∥∥∥K (0)

~
f
∥∥∥∥

S ~
1

. ‖ f ‖S ~
0

uniformly in ~.

Proof. The idea is to reduce the operator to a simple Hilbert operator, by exploiting the differentiability

properties of F(ξ, η; ~). For simplicity, we denote F(ξ, η; ~) by F(ξ, η). We first prove the bounds for

‖ · ‖S ~
0
→ ‖ · ‖S ~

0
and ‖ · ‖S ~

1
→ ‖ · ‖S ~

1
:

• ξ ≃ η. We reformulate the norms in terms of the variable ξ
1
2 , using the fact ‖ f ‖L2

dξ
≃

∥∥∥∥ξ
1
4 f

∥∥∥∥
L2

dξ
1
2

. So

the integral can be rewritten as
∫ ∞

0

χξ≃η
F(ξ, η)ρn(η)

ξ − η f (η) dη = 2

∫ ∞

0

χ
ξ

1
2 ≃η

1
2

η
1
2

ξ
1
2 + η

1
2

· F(ξ, η)ρn(η)

ξ
1
2 − η 1

2

f (η) dη
1
2 .

If |ξ 1
2 − η 1

2 | ≥ 1, we have, by Proposition 5.1,∣∣∣∣∣∣∣
χξ≃η

(~2ξ)1− δ
2 〈~2ξ〉 3

2
+δ

(~2η)1− δ2 〈~2η〉 3
2+δ
· η

1
2

ξ
1
2 + η

1
2

· F(ξ, η)

ξ
1
2 − η 1

2

∣∣∣∣∣∣∣
.

∣∣∣∣ξ
1
2 − η 1

2

∣∣∣∣
− 5

4
,
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which is in L1

dη
1
2

. This gives

∥∥∥∥∥∥∥

∫ ∞

0

χ
ξ≃η,|ξ

1
2 −η

1
2 |≥1

η
1
2

ξ
1
2 + η

1
2

· F(ξ, η)ρn(η)

ξ
1
2 − η 1

2

f (η)dη
1
2

∥∥∥∥∥∥∥
S ~

0

. ‖ f ‖S ~
0
.

When |ξ 1
2 − η 1

2 | < 1, we write

F(ξ, η) = F(ξ, ξ) + ∂
η

1
2
F · O

(
|ξ 1

2 − η 1
2 |
)
.

Since Proposition 5.1 gives that

∣∣∣∣∣∂η 1
2

F

∣∣∣∣∣ . 1 uniformly in ~, the contribution from the error ∂
η

1
2
F ·

O
(
|ξ 1

2 − η 1
2 |
)

again leads to a L1

dη
1
2

-kernel, which can be handled as for the case |ξ 1
2 − η 1

2 | ≥ 1. The

contribution from the main term F(ξ, ξ) is handled via the boundedness of F(ξ, η) and the estimate∥∥∥∥∥∥∥

∫ ∞

0

χ
ξ

1
2 ≃η

1
2 ,|ξ

1
2 −η

1
2 |<1

η
1
2

ξ
1
2 + η

1
2

· f (η)

ξ
1
2 − η 1

2

dη
1
2

∥∥∥∥∥∥∥
L2

dξ
1
2

. ‖ f ‖L2

dη
1
2

.

The bound for ‖ · ‖S ~
1
→ ‖ · ‖S ~

1
is handled similarly using the fact ξ ≃ η.

• ξ ≫ η. We split the integral into the cases ~2ξ ≥ 1 and ~2ξ ≤ 1. For the latter we have
∥∥∥∥∥∥∥
χ~2ξ≤1(~2ξ)1− δ

2

∫ ∞

0

F(ξ, η)ρn(η)

(ξ − η)(~2η)1− δ2
(~2η)1− δ

2 f (η)dη

∥∥∥∥∥∥∥
L2

dξ

.~

∥∥∥∥∥∥∥
χ~2ξ≤1

(~2ξ)1− δ
2

~2ξ

∥∥∥∥∥∥∥
L2

~2dξ

·
∫ ∞

0

χη≪ξ(~
2η)−

1
2
+ δ

2 · (~2η)1− δ
2 f (η)dη.

Here we have used the bound |F(ξ, η)| . ~η 1
2 for ~η

1
2 ≤ 1. The desired estimate follows from the

bound∣∣∣∣∣
∫ ∞

0

χη≪ξ(~
2η)−

1
2
+ δ

2 · (~2η)1− δ
2 f (η)dη

∣∣∣∣∣ .
∥∥∥∥χη≪ξ(~2η)−

1
2
+ δ

2

∥∥∥∥
L2

dη

· ‖ f ‖S ~
0
. ~
−1‖ f ‖S ~

0
.

The estimate for ‖ · ‖S ~
1
→ ‖ · ‖S ~

1
follows in the same way using the fact ξ ≥ η.

For the case ~2ξ ≥ 1, we have, by Proposition 5.1, that for ~2η ≤ 1∥∥∥∥∥∥∥
χ~2ξ≥1(~2ξ)

5
2
+ δ

2

∫ ∞

0

F(ξ, η)ρn(η)

(ξ − η)(~2η)1− δ
2

(~2η)1− δ
2 f (η)dη

∥∥∥∥∥∥∥
L2

dξ

.~

∥∥∥∥∥∥∥
χ~2ξ≥1

(~2ξ)
5
2
+ δ

2

(~2ξ)
7
2

∥∥∥∥∥∥∥
L2

~2dξ

·
∫ ∞

0

χη≪ξ,~2η≤1(~2η)−
1
2
+ δ

2 · (~2η)1− δ
2 f (η)dη,

which is bounded similarly as for the case ~2ξ ≤ 1.
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If ~2η ≥ 1, Proposition 5.1 implies
∣∣∣∣∣
F(ξ, η)

ξ − η

∣∣∣∣∣ . ~
2(~2η)

3
4 (~2ξ)−

9
4 · (~2η)

5
4 (~2ξ)−

5
4 ≤ ~2(~2η)2(~2ξ)−

7
2

Therefore we have the bound∥∥∥∥∥∥∥
χ~2ξ≥1(~2ξ)

5
2
+ δ

2

∫ ∞

0

F(ξ, η)ρn(η)

(ξ − η)(~2η)
5
2
+ δ

2

(~2η)
5
2
+ δ

2 f (η)dη

∥∥∥∥∥∥∥
L2

dξ

.~

∥∥∥∥∥∥∥
χ~2ξ≥1

(~2ξ)
5
2
+ δ

2

(~2ξ)
7
2

∥∥∥∥∥∥∥
L2

~2dξ

·
∫ ∞

0

χη≪ξ,~2η≥1(~2η)−
1
2
− δ

2 · (~2η)
5
2
+ δ

2 f (η)dη,

which again is bounded in the similar way. The estimate for ‖ · ‖S ~
1
→ ‖ · ‖S ~

1
is handled similarly

using the fact ξ ≥ η.

• ξ ≪ η. We start with the case when ~2ξ ≥ 1. By Proposition 5.1

∣∣∣∣∣
F(ξ, η)

η − ξ

∣∣∣∣∣ . ~
2(~2ξ)

3
4 (~2η)−

9
4 · (~2ξ)

5
4 (~2η)−

5
4 ≤ ~2(~2ξ)−

7
2 (~2η)2,

which means that this case can be handled in the same way as the case when ~2ξ ≫ ~2η ≥ 1. If

~
2ξ ≤ 1 and ~2η ≥ 1, we have

∣∣∣∣∣
F(ξ, η)

η − ξ

∣∣∣∣∣ . ~
2(~2ξ)

1
2 (~2η)−

9
4 ,

which is surely enough to bound the integral
∥∥∥∥∥∥∥
χ~2ξ≤1,~2η≥1(~2ξ)1− δ

2

∫ ∞

0

F(ξ, η)ρn(η)

(ξ − η)(~2η)
5
2
+ δ

2

(~2η)
5
2
+ δ

2 f (η)dη

∥∥∥∥∥∥∥
L2

dξ

Finally for the case ~2ξ ≪ ~2η ≤ 1, we have
∣∣∣∣∣
F(ξ, η)

ξ − η

∣∣∣∣∣ . ~
2(~2ξ)

1
2 (~2η)−

1
2 | log ~2η| . ~2(~2ξ)−1(~2η)| log ~2η|,

which is the desired estimate.

For the bound for ‖ · ‖S ~
1
→ ‖ · ‖S ~

1
, we proceed as follows. For ~ ≪ 1, since we can have as

many powers of
ξ

1
2

η
1
2

as we wish, the argument is the same as that for ‖ · ‖S ~
0
→ ‖ · ‖S ~

0
. For ~ ≃ 1, if

1 ≤ ~2ξ ≪ ~2η, then the argument is the same as for ~ ≪ 1. For the remaining two cases, we use

the bound: ∣∣∣∣∣
F(ξ, η)

ξ − η

∣∣∣∣∣ .~
2(~2ξ)−

1
2 (~2η)−

5
4 , for ~

2ξ ≤ 1 ≤ ~2η,

∣∣∣∣∣
F(ξ, η)

ξ − η

∣∣∣∣∣ .~
2(~2ξ)−

1
2 (~2η)

1
2 | log ~2η|, for ~

2ξ ≪ ~2η ≤ 1.
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The bound for ‖ · ‖S ~
0
→ ‖ · ‖S ~

1
can be handled as follows: First, if ~2ξ ≥ 1, the desired bound follows

from the bound for ‖ · ‖S ~
0
→ ‖ · ‖S ~

0
. If ~2ξ ≤ 1, the argument is similar to that of deriving the bound for

‖ · ‖S ~
0
→ ‖ · ‖S ~

0
, and here we only give an outline:

• When ξ ≃ η and |ξ 1
2 − η 1

2 | < 1, for ~ & 1 we have ∂
η

1
2
F(ξ, η) ≃ ξ 1

2 | log η|. Here O(|ξ 1
2 − η 1

2 |) cancels

with singular denominator and L1

dη
1
2

-integrability of | log η| gives the desired bound.

• When ~2ξ ≤ 1 and ~2η ≥ 1, the same bound
∣∣∣∣∣
F(ξ, η)

η − ξ

∣∣∣∣∣ . ~
2(~2ξ)

1
2 (~2η)−

9
4

suffices.

• When ~2ξ ≪ ~2η ≤ 1, we have
∣∣∣∣∣
F(ξ, η)

ξ − η

∣∣∣∣∣ . ~
2(~2ξ)

1
2 (~2η)−

1
2 | log ~2η| . ~2(~2ξ)

1
2 (~2ξ)−

3
2
+δ(~2η)1−δ| log ~2η|,

which suffices.

�

6.3. Linear smooth sources. Now we start to estimate the contribution of the smooth part of x~(τ, ξ) to the

RHS of the equation (6.7). We start with the contribution to R~(x~,Dτx~):

Proposition 6.6. Let S be any of the expressions in R(x~,Dτx~), and we define

x̃~(τ, ξ) := ξ−
1
2

∫ τ

τ0

λ(τ)

λ(σ)

ρ
1
2
n

(
λ(τ)2

λ(τ0)2 ξ

)

ρ
1
2
n (ξ)

sin

(
λ(τ)ξ

1
2

∫ τ

σ

λ(u)−1du

)
S

(
σ,

λ(τ)2

λ(σ)2
ξ

)
dσ.

Then we have, for S = 2
λ′(τ)
λ(τ)
K (0)

~
x~,

(
τ

τ0

)3−cν (∥∥∥x̃~(τ, ·)
∥∥∥

S ~
0

+
∥∥∥Dτ x̃~(τ, ·)

∥∥∥
S ~

1

)
.

(
τ

τ0

)3−cν

‖S ‖S ~
1
.

If S is one of the terms
(
λ′(τ)
λ(τ)

)′K (0)

~
x~,

(
λ′(τ)
λ(τ)

)2K (0)

~
x~,

(
λ′(τ)
λ(τ)

)′ (K (0)

~

)2
x~ or

λ′(τ)
λ(τ)

[
Dτ,K (0)

~

]
x~, then we have

(
τ

τ0

)3−cν (∥∥∥x̃~(τ, ·)
∥∥∥

S ~
0

+
∥∥∥Dτ x̃~(τ, ·)

∥∥∥
S ~

1

)
≪

(
τ

τ0

)3−cν

‖S ‖S ~
0
.

Proof. Except the commutator
λ′(τ)
λ(τ)

[
Dτ,K (0)

~

]
x~, the estimates for the terms in R~(x~,Dτx~) follow directly

from Proposition 6.3 and Proposition 6.5. Now we consider the commutator term

λ′(τ)

λ(τ)

[
Dτ,K (0)

~

]
x~ = −2

(
λ′(τ)

λ(τ)

)2 [
ξ∂ξ,K (0)

~

]
x~ −

(
λ′(τ)

λ(τ)

)2 [
ρ′n(ξ)ξ

ρn(ξ)
,K (0)

~

]
x~.
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Since
∣∣∣∣ρ
′
n(ξ)ξ

ρn(ξ)

∣∣∣∣ ≃ 1, the second commutator on the RHS above can be handled similarly as the other terms in

R~(x~,Dτx~). We focus on the first commutator. In the following calculation, we omit the factor
(
λ′(τ)
λ(τ)

)2
and

write 2ξ∂ξ = ξ
1
2 ∂

ξ
1
2
. For a function f ∈ C∞c (R+), we consider

[
ξ

1
2 ∂

ξ
1
2
,K (0)

~

]
f (ξ) =

∫ ∞

0

ξ
1
2 ∂

ξ
1
2

(
F(ξ, η)

ξ − η

)
ρn(η) f (η) dη −

∫ ∞

0

F(ξ, η)

ξ − η ρn(η)η
1
2 ∂

η
1
2

f (η)dη := I + II.

For II we use integration by parts to obtain

II =2

∫ ∞

0

∂
η

1
2

(
F(ξ, η)η

ξ − η ρn(η)

)
dη

1
2

= − 2

∫ ∞

0

∂
η

1
2

(F(ξ, η)ρn(η)) f (η)dη
1
2 + 2ξ

∫ ∞

0

∂
η

1
2

(
F(ξ, η)

ξ − η ρn(η)

)
f (η)dη

1
2

= −
∫ ∞

0

1

η
1
2

∂
η

1
2


F(ξ, η)η

1
2

ξ
1
2 + η

1
2

ρn(η)

 f (η)dη −
∫ ∞

0

ξ
1
2

η
1
2

∂
η

1
2


F(ξ, η)

ξ
1
2 + η

1
2

ρn(η)

 f (η) dη

+

∫ ∞

0

ξ

η
1
2

∂
η

1
2


F(ξ, η)ρn(η)

(ξ
1
2 + η

1
2 )(ξ

1
2 − η 1

2 )

 dη := II1 + II2 + II3.

We write II2 as

II2 = −
∫ ∞

0

ξ

η
1
2

∂
η

1
2


F(ξ, η)ρn(η)

(ξ
1
2 + η

1
2 )(ξ

1
2 − η 1

2 )

 f (η)dη +

∫ ∞

0

ξ
1
2

η
1
2

∂
η

1
2


F(ξ, η)η

1
2 ρn(η)

(ξ
1
2 + η

1
2 )(ξ

1
2 − η 1

2 )

 f (η)dη.

Therefore

I + II2 + II3 =

∫ ∞

0

ξ
1
2

η
1
2

(
∂
ξ

1
2
+ ∂

η
1
2

) 
F(ξ, η)η

1
2 ρn(η)

(ξ
1
2 + η

1
2 )(ξ

1
2 − η 1

2 )

 f (η)dη

=

∫ ∞

0

1

ξ − η ·
ξ

1
2 (ξ

1
2 + η

1
2 )

η
1
2

(
∂
ξ

1
2
+ ∂

η
1
2

) 
F(ξ, η)η

1
2 ρn(η)

ξ
1
2 + η

1
2

 f (η)dη.

So we have
[
ξ

1
2 ∂

ξ
1
2
,K (0)

~

]
f (ξ) =

∫ ∞

0

H1(ξ, η)

ξ − η f (η)dη +

∫ ∞

0

H2(ξ, η) f (η)dη,

where

H1(ξ, η) :=
ξ

1
2 (ξ

1
2 + η

1
2 )

η
1
2

(
∂
ξ

1
2
+ ∂

η
1
2

) 
F(ξ, η)η

1
2 ρn(η)

ξ
1
2 + η

1
2

 , H2(ξ, η) := − 1

η
1
2

∂
η

1
2


F(ξ, η)η

1
2

ξ
1
2 + η

1
2

ρn(η)

 .

Let us first look at the contribution from H2(ξ, η), whose principal contribution is given by −
∂
η

1
2

F(ξ,η)

ξ
1
2 +η

1
2

ρn(η).

Here we try to mimic the proof of Proposition 6.5:
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• ξ ≃ η. After change of the variable η→ η
1
2 , we consider

∣∣∣∣∣∣∣∣∣
χξ≃η~

(~2ξ)
1
2
− δ

2 〈~2ξ〉 3
2
+δ

(~2η)1− δ
2 〈~2η〉 3

2
+δ
·
η

1
2 ∂

η
1
2

F(ξ, η)

ξ
1
2 + η

1
2

∣∣∣∣∣∣∣∣∣
. (6.14)

If ~2η & 1, Proposition 5.1 shows that the above absolute value is bounded by ~ · (~η 1
2 )−2, which is

in L1

dη
1
2

. If ~2η ≪ 1, Proposition 5.1 shows that the above absolute value is bounded by ~ log(~2η),

which is again in L1

dη
1
2

.

• ξ ≪ η. This can be treated in the same way as the case ξ ≃ η.

• ξ ≫ η. If ~2η ≥ 1, Proposition 5.1 shows that (6.14)is bounded by

~ · (~2ξ)2+ δ
2 · (~2ξ)−

5
4 · (~2η)−

5
2
− δ

2 · (~2η)
3
4 · (~2ξ)−

1
2 ·

(
~

2η

~2ξ

)N

≤ ~(~2η)−
3
2
− δ

2 ,

which is in L1

dη
1
2

. If ~2η ≤ 1 and ~2ξ ≥ 1, then (6.14) is bounded by

~ · (~2ξ)
5
2
+ δ

2 · (~2η)−1+ δ
2 · (~2η)−

1
2 · (~2ξ)−

1
4
~

2η

~2ξ
· (~2ξ)−N ≤ (~2η)−

1
2
+ δ

2 ,

which is again in L1
dη

. Finally if ~2η ≪ ~2ξ ≤ 1, Proposition 3.1 shows that (6.14) is bounded by

~ · (~2ξ)
1
2
− δ

2 · (~2η)−1+ δ
2 · (~2η)

1
2 | log ~2η| ≤ ~| log ~2η|,

which is again in L1

dη
1
2

. This completes the estimate for H2(ξ, η).

Next we turn to the estimate for
H1(ξ,η)

ξ−η . Systematically H1(ξ, η) is a linear combination of the following

terms:

ξ
1
2 ∂

ξ
1
2
F(ξ

1
2 , η

1
2 )ρn(η), ξ

1
2 ∂

η
1
2
F(ξ

1
2 , η

1
2 )ρn(η),

ξ
1
2

ξ
1
2 + η

1
2

F(ξ, η)ρn(η),
~ξ

1
2

~η
1
2

F(ξ, η)ρn(η) (6.15)

The contribution from the third term in (6.15) can be treated exactly the same as K (0)

~
itself. For the fourth

term in (6.15), ~ξ
1
2 in numerator cancels with the ξ−

1
2 in the definition of S ~

1
, giving an extra ~. In the

denominator, if ~η
1
2 ≤ 1, then we use the small factors of ~η

1
2 in F(ξ, η) to absorb it. Therefore the argument

is similar as the one treating the S ~
0
→ S ~

1
bound for K (0)

~
. The second term in (6.15) is treated in the same

way, except that ξ
1
2 cancels exactly with the ξ−

1
2 in the definition of S ~

1
, without an extra ~. This approach

also applies to the first term in (6.15). Therefore we obtain the following estimate on
[
Dτ,K (0)

~

]
:

∥∥∥∥
[
Dτ,K (0)

~

]
f
∥∥∥∥

S ~
1

. ‖ f ‖S ~
0
,

which completes the proof. �
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6.4. Nonlinear smooth sources. Observing the expressions (3.53) and (3.54) for N(ϕ1) and N(ϕ2), there

are two types of nonlinearities in N(ϕ1) and N(ϕ2): One is a quadratic expression of ϕi, i = 1, 2 and their

derivatives multiplied by a spatial weight depending on the background solution, the other is ϕi, i = 1, 2

multiplied by a quadratic expression of the derivatives of ϕi, i = 1.2. Since in this section we only handle

smooth sources and the background solution has limited smoothness, now we focus on the second type of

nonlinearity. More precisely, in this section we derive multilinear estimates for products of regular functions,

i.e. those whose Fourier transforms are in S ~
0
, where the ~ may differ amongst the factors. The key point

here is that in these estimates, we do not lose in the smallest ~, i.e. the estimates are uniform with respect to

the smallest ~ present. At the most basic level we need to bound the expressions

∂Rφ1 · ∂Rφ2,

(
∂τ +

λ′

λ
R∂R

)
φ1 ·

(
∂τ +

λ′

λ
R∂R

)
φ2,

We start with the following basic

Proposition 6.7. Let

f (R) :=

∫ ∞

0

φn(R; ξ)x(ξ)ρn(ξ) dξ,

we have the bound, for n ≪ k,

∥∥∥∂k
R f (R)

∥∥∥
L2

R dR

.k

∥∥∥∥ξ
k
2 x(ξ)

∥∥∥∥
L2

dξ

,

the implied constant being uniform in ~.

Proof. We cover the case n ≫ 1, the remaining case n . 1 being simpler since no attention needs to be paid

to the ~-dependence, and can be handled similarly by Proposition 4.37. Moreover, the cases k ≥ 2 being

similar to the one of k = 1, we treat this latter one in detail. We do this by explicit use of the asymptotics of

φ(R; ξ, ~), decomposing the frequency regime into a small frequency, turning point, and oscillatory regime:

Contribution of the small frequency regime. Here we consider the norm of the expression

∫ ∞

0

χ
Rξ

1
2 ~<

xt
2

∂Rφn(R; ξ)x(ξ)ρn(ξ) dξ,

where the cutoff smoothly localizes to the indicated region. Then using the representation from Proposition

4.32, we easily infer the bound

∣∣∣∣∣χRξ
1
2 ~<

xt
2

∂Rφn(R, ξ)

∣∣∣∣∣ . R−1 · ~n− 1
2 ξ

n−1
2 Rn−1 ≤ ~ 1

2 · ~ξ 1
2 ·

(
~ξ

1
2 R

)n−2
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Hence subdividing this frequency region into dyadic sub-intervals, we infer
∥∥∥∥∥
∫ ∞

0

χ
Rξ

1
2 ~<

xt
2

∂Rφn(R; ξ)x(ξ)ρn(ξ) dξ

∥∥∥∥∥
L2

R dR

.

∑

µ<
xt
2

µn−2

∥∥∥∥∥
∫ ∞

0

χ
Rξ

1
2 ~≃µ
~

3
2 ξ

1
2 · x(ξ)ρn(ξ)dξ

∥∥∥∥∥
L2

R dR

.

∑

µ<
xt
2

µn−2


∑

λ

∥∥∥∥∥
∫ ∞

0

χ
Rξ

1
2 ~≃µ
~

3
2 ξ

1
2 · χ

ξ
1
2 ≃λ

x(ξ)ρn(ξ)dξ

∥∥∥∥∥
L2

R dR



1
2

.

∑

µ<
xt
2

µn−2


∑

λ

(
~

3
2
µ

~λ

)2

· λ2

∥∥∥∥∥χξ 1
2 ≃λ

ξ
1
2 x(ξ)

∥∥∥∥∥
2

L2
dξ



1
2

.~
1
2

∥∥∥∥ξ
1
2 x(ξ)

∥∥∥∥
L2

dξ

∑

µ<
xt
2

µn−1
. ~

1
2

∥∥∥∥ξ
1
2 x(ξ)

∥∥∥∥
L2

dξ

.

We have used Hölder’s inequality to obtain the second line from the bottom.

Contribution of the turning point. Here we include the smooth cutoff χ
Rξ

1
2 ~∈[ xt

2
,2xt]

. By means of a sharp

cutoff, we split this into two portions
∫ ∞

0

χ
Rξ

1
2 ~∈[ xt

2
,2xt]

∂Rφn(R; ξ)x(ξ)ρn(ξ) dξ =

∫ ∞

0

χ
Rξ

1
2 ~∈[ xt

2
,xt]
∂Rφn(R; ξ)x(ξ)ρn(ξ) dξ

+

∫ ∞

0

χ
Rξ

1
2 ~∈[xt ,2xt]

∂Rφn(R; ξ)x(ξ)ρn(ξ) dξ

Correspondingly, we get a contribution from the non-oscillatory regime to the left of the turning point, and

a contribution of the oscillatory regime to the right.

Non-oscillatory regime Rξ
1
2 ~ ∈

[
xt

2
, xt

]
. Invoking again Proposition 4.32 and the estimates for τ in the regime

Rξ
1
2 ~ ∈ [ xt

2
, xt] which come from Lemma 4.11, we infer in this regime the bound

∣∣∣∣∣χRξ
1
2 ~∈[ xt

2
,xt]
∂Rφn(R; ξ)

∣∣∣∣∣ . ~
2
3 ξ

1
2 .

This time we have to be more careful to avoid any ~-losses since we no longer get the very rapid exponential

decay in ~−1 for free, compared to the preceding case. Thus for ~ ≪ 1 we have to use finer asymptotics of

Airy functions. Setting xt − x = ~
2
3µ with λ ≥ 1, x = Rξ

1
2 ~, we have

∣∣∣∣∣χRξ
1
2 ~∈[ xt

2
,xt]
∂Rφn(R; ξ)

∣∣∣∣∣ . ~
2
3 ξ

1
2µ−

1
4 e−

2
3
µ

3
2
.

Now we divide the ξ integral into one where xt − x ∈
[
0, ~

2
3

]
and its complement. For the contribution of the

first of these, we observe that for fixed R, and using the fact that

χ
Rξ

1
2 ~∈[ xt

2
,2xt]

∂ξ (x − xt) ≃ χ
Rξ

1
2 ~∈[ xt

2
,2xt]
· ξ−1
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thanks to Lemma 4.10, we have that xt − x ∈
[
0, ~

2
3

]
implies that ξ is confined to an interval IR of length

≃ ~
2
3

(R~)2 . So if R ≃ λ, then

∣∣∣∣∣
∫ ∞

0

χ
xt−x∈[0,~

2
3 ]
∂Rφn(R; ξ)x(ξ)ρn(ξ) dξ

∣∣∣∣∣ . ~
2
3 · |IR|

1
2 ·

∥∥∥∥ξ
1
2 x

∥∥∥∥
L2(ξ≃λ−2~−2)

.
1

λ
·
∥∥∥∥ξ

1
2 x

∥∥∥∥
L2(ξ≃λ−2~−2)

.

Here we have used Hölder’s inequality for the first inequality. We conclude, using orthogonality, that
∥∥∥∥∥∥

∫ ∞

0

χ
xt−x∈

[
0,~

2
3

]∂Rφn(R; ξ)x(ξ)ρn(ξ) dξ

∥∥∥∥∥∥
L2

R dR

.


∑

λ

∥∥∥∥∥
∫ ∞

0

χ
xt−x∈[0,~

2
3 ]
∂Rφn(R; ξ)x(ξ)ρn(ξ) dξ

∥∥∥∥∥
2

L2
R dR

(R≃λ)



1
2

.


∑

λ

∥∥∥∥ξ
1
2 x

∥∥∥∥
2

L2(ξ∼λ−2~−2)



1
2

.

∥∥∥∥ξ
1
2 x(ξ)

∥∥∥∥
L2

dξ

.

In the regime xt − x ∈
[
~

2
3 ,

xt

2

]
, we write xt − x ≃ µ~ 2

3 for dyadic µ ≥ 1. Then fixing such µ the corresponding

interval IR for ξ is of length ≃ µ~
2
3

(R~)2 , and we gain µ−
1
4 e−

3
2
µ

3
2 from the decay of the Airy function. Proceeding

as before one gets an analogous bound with (super)exponential decay in µ which can be summed up over

dyadic µ ≥ 1. We omit the similar details.

Oscillatory regime Rξ
1
2 ~ ∈ [xt, 2xt]. We start by observing that the bound in the transition regime x − xt ∈[

0, ~
2
3

]
is handled exactly like the one for xt − x ∈

[
0, ~

2
3

]
. There is, however, a difference in the regime

xt − x ∈
[
~

2
3 , xt

]
, since we no longer get the rapid decay in terms of the re-scaled variable ~−

2
3 (x − xt), and

so we have to argue more carefully, exploiting oscillation. Defining the kernel function

G(ξ, η) :=

∫ ∞

0

χ
x∈

[
xt+~

2
3 ,2xt

]∂Rφn(R; ξ) · φn(R; η) R dR,

we strive for an estimate like ∥∥∥∥∥
∫ ∞

0

G(ξ, η)x(η) dη

∥∥∥∥∥
L2

dξ

.

∥∥∥∥η
1
2 x(η)

∥∥∥∥
L2

dη

.

We start with the most difficult situation when the second factor φn(R; η) is also in the weakly oscillatory

regime to the right of the turning point, i.e. the expression

G1(ξ, η) :=

∫ ∞

0

χ
x∈

[
xt+~

2
3 ,2xt

]χ
x̃∈

[
xt+~

2
3 ,2xt

]∂Rφn(R; ξ) · φn(R; η) R dR,

where we recall the notation x = Rξ
1
2 ~, x̃ = Rη

1
2 ~. Then by Proposition 4.32 we have

φn(R; ξ) = c~
1
3 R−

1
2α−

1
2 q−

1
4 (τ) · Re

[
a(ξ) ·

(
Ai(~−

2
3 τ) − iBi(~−

2
3 τ)

) (
1 + ~a1(τ;α, ~)

)]

φn(R; η) = c~
1
3 R−

1
2 β−

1
2 q−

1
4 (τ̃) · Re

[
a(η) ·

(
Ai(~−

2
3 τ̃) − iBi(~−

2
3 τ̃)

) (
1 + ~a1(τ̃; β, ~)

)]
.
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Using the standard asymptotics of Airy functions in the oscillatory regime, and only keeping track of the

worst term with destructive resonance of the phases and ∂R falling on the oscillatory phase, we obtain the

oscillatory integrals (omitting unnecessary constants)

G1,±(ξ, η) := ξ
1
2

∫ ∞

0

χ
x∈

[
xt+~

2
3 ,2xt

]χ
x̃∈

[
xt+~

2
3 ,2xt

](ξη)−
1
4 a(ξ)a(η)τ

1
4

e
±i 2

3
~
−1

[
τ

3
2 −τ̃

3
2

]

τ̃
1
4

· (1 + b(τ, τ̃, α, β, ~)) dR,

(6.16)

where the function b(. . .) has symbol behavior with respect to all its variables. In order to obtain (6.16)

we have used Lemma 4.10 and Lemma 4.11. We split the discussion according to τ̃ & τ and τ̃ ≪ τ. By

the presence of the factor τ
1
4

τ̃
1
4

, the second case is more difficult, which we discuss first. Let us introduce

τ̃ := ~
2
3 y

2
3 , whence in our domain y & 1, and recalling ξ ≃ η in our region of integration, we find (by Lemma

4.11)

∂τ

∂y
=
∂τ

∂R
· ∂R

∂τ̃
· ∂τ̃
∂y
∼ y−

1
3 ~

2
3 ,

and so (note that τ
1
2 ~
− 1

3 y−
1
3 ≫ 1)

χτ≫τ̃∂y

[
e
±i 2

3
~
−1

[
τ

3
2 −τ̃

3
2

]]
≃ τ 1

2 ~
− 1

3 y−
1
3 · e±i 2

3
~
−1

[
τ

3
2 −τ̃

3
2

]

.

Thus we may replace χτ≫τ̃e
±i 2

3
~
−1

[
τ

3
2 −τ̃

3
2

]

by χτ≫τ̃
τ̃

1
2

τ
1
2

∂y

[
e
±i 2

3
~
−1

[
τ

3
2 −τ̃

3
2

]]
, and performing integration by parts

after passing to the variable y (which does not cost anything since it produces additional factors y−1
. 1)

and then reverting to the variable R, we have effectively replaced χτ≫τ̃
τ

1
4

τ̃
1
4

by χτ≫τ̃

[
τ

1
4

τ̃
1
4

]−1

.

Returning to (6.16), we may henceforth assume that τ̃ & τ. Now introduce the new variable

ω :=
2

3
~
−1

[
τ

3
2 − τ̃ 3

2

]
.

Observe that

∂ω

∂R
= ξ

1
2
∂τ

∂x
τ

1
2 − η 1

2
∂τ̃

∂x̃
τ̃

1
2 .

By Lemma 4.11
∂τ

∂x
= Φ(x;α, τ) + τ · ∂xΦ(x;α, τ)

Φ(x;α, τ)
≃ 1

for τ sufficiently small. Therefore we have

τ
1
2 − τ̃ 1

2 =
τ − τ̃
τ

1
2 + τ̃

1
2

≃

[
ξ

1
2 − η 1

2

]
· R~

τ
1
2 + τ̃

1
2

≃

[
ξ

1
2 − η 1

2

]

ξ
1
2 (τ

1
2 + τ̃

1
2 )
.

On the other hand, we have ∣∣∣∣∣∣∣
∂

∂ξ
1
2

(
ξ

1
2
∂τ

∂x

)∣∣∣∣∣∣∣
=

∣∣∣∣∣∣
∂τ

∂x
+ ξ

1
2
∂2τ

∂x2
· ~R

∣∣∣∣∣∣ . 1.
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Therefore we have

∂ω

∂R
=

(
ξ

1
2
∂τ

∂x
− η 1

2
∂τ̃

∂x̃

)
· τ 1

2 +

(
τ

1
2 − τ̃ 1

2

)
· η 1

2
∂τ̃

∂x̃
≃ ξ

1
2 − η 1

2

τ
1
2 + τ̃

1
2

,

since ∣∣∣∣∣∣

(
ξ

1
2
∂τ

∂x
− η 1

2
∂τ̃

∂x̃

)
· τ 1

2

∣∣∣∣∣∣ .
∣∣∣∣ξ

1
2 − η 1

2

∣∣∣∣≪
∣∣∣∣∣∣∣
ξ

1
2 − η 1

2

τ
1
2 + τ̃

1
2

∣∣∣∣∣∣∣
at last if τ + τ̃ ≪ 1, which we may as well assume(one can replace the bound 2xt of the x-interval by any

bound of the form (1+ c)xt for our purposes). The integral under consideration can then be re-formulated as

ξ
1
2 · (ξη)−

1
4 ·

∫ ∞

0

χ
x∈

[
xt+~

2
3 ,2xt

]χ
x̃∈

[
xt+~

2
3 ,2xt

]χτ.τ̃ · eiωΨ(ω;α, β, ~)
dR

dω
dω

=
ξ

1
2 · (ξη)−

1
4

ξ
1
2 − η 1

2

·
∫ ∞

0

χ
x∈

[
xt+~

2
3 ,2xt

]χ
x̃∈

[
xt+~

2
3 ,2xt

]χτ.τ̃ · eiωΨ̃(ω;α, β, ~) dω,

where Ψ̃(ω;α, β, ~) has symbol behavior with respect to all derivatives, and is uniformly bounded. In fact,

observe that

∂Ψ̃(ω;α, β, ~)

∂ω
=
∂Ψ̃

∂R
· ∂R

∂ω

and we have

ω ≃ ~−1
(
τ

1
2 − τ̃ 1

2

)
· (τ + τ̃) ≃ ~−1 ξ

1
2 − η 1

2

ξ
1
2

·
(
τ

1
2 + τ̃

1
2

)
≃ R ·

(
ξ

1
2 − η 1

2

)
·
(
τ

1
2 + τ̃

1
2

)
,

which implies
∣∣∣∣∣∣
∂Ψ̃(ω;α, β, ~)

∂ω

∣∣∣∣∣∣ . R−1 · τ
1
2 + τ̃

1
2∣∣∣∣ξ

1
2 − η 1

2

∣∣∣∣
.

∣∣∣ω−1
∣∣∣ .

We have used here the easily verified symbol behavior of Ψ̃ with respect to R. The higher order derivatives

are treated analogously. Finally we write
∫ ∞

0

χ
x∈

[
xt+~

2
3 ,2xt

]χ
x̃∈

[
xt+~

2
3 ,2xt

]χτ.τ̃ · eiωΨ̃(ω;α, β, ~) dω =: H(ξ, η),

where we have |H(ξ, η)| . 1 and symbol behavior with respect to ξ, η. But (keeping in mind that ξ ≃ η on

the support of H) it is easy to then verify the bound
∥∥∥∥∥∥∥

∫ ∞

0

ξ
1
2χξ≃ηH(ξ, η) · (ξη)−

1
4

ξ
1
2 − η 1

2

· x(η) dη

∥∥∥∥∥∥∥
L2

dξ

.

∥∥∥∥η
1
2 x

∥∥∥∥
L2

dη

,

as desired.

Oscillatory regime: Rξ
1
2 ~ > 2xt. Here, in analogy to the analysis of the transference operator, we have to

understand the distribution valued kernel

lim
A→∞

∫ A

0

∂Rφn(R; ξ)φn(R; η, ~)R dR =: F(ξ, η),
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and show that it induces an operator obeying the asserted bound. For this we again use the oscillatory

expansion

φn(R; ξ) = 2π−
1
2

(
Rξ

1
2

)− 1
2

(τq(x;α, ~))−
1
4 Re

(
a(ξ)ei 2

3~
τ

3
2
(1 + ~a1(τ, α, ~))

)
,

where the description of the variable τ in terms of x, α, ~ is furnished by Lemma 4.13. We only deal with the

most delicate case when ξ ≃ η and the resonant case where the phases cancel. The combined phases arising

will then be of the form, by Lemma 4.13,

e
±i

[
R

(
ξ

1
2 −η

1
2

)
−~−1y(α;~)+~−1y(β;~)−~−1ρ(x;α,~)+~−1ρ(x̃;β,~)

]

.

When the operator ∂R hits the non-phase factor (1 + ~a1(τ, α, ~)), using Lemma 4.29 we obtain an extra

factor

. ~x−
1
3 R−1

and hence the corresponding term can be integrated over the region Rξ
1
2 ~ & 1 to give a contribution to

χξ≃ηF(ξ, η) of size . ξ−
1
2 . By Minkowski inequality and the fact ξ ≃ η, such a bound for χξ≃ηF(ξ, η) gives

∥∥∥∥∥
∫ ∞

0

χξ≃ηF(ξ, η)x(η) dη

∥∥∥∥∥
L2

dξ

.

∥∥∥∥η
1
2 x(η)

∥∥∥∥
L2

dη

.

We henceforth only consider the contribution arising when ∂R hits the phase associated with ξ. This then

results in the term (coming purely from the phase, and omitting constant coefficients)

Re
(
a(ξ)a(η)

)
ξ

1
2 · [1 − ρx(x;α, ~)

]

· sin

[
R(ξ

1
2 − η 1

2 ) − ~−1y(α; ~) + ~−1y(β; ~) − ~−1ρ(x;α, ~) + ~−1ρ(x̃; β, ~)

]

+ ξ
1
2 · [1 − ρx(x;α, ~)

]
Im

(
a(η)a(ξ)

)

· cos

[
R(ξ

1
2 − η 1

2 ) − ~−1y(α; ~) + ~−1y(β; ~) − ~−1ρ(x;α, ~) + ~−1ρ(x̃; β, ~)

]
.

(6.17)

Using the bounds on a(·) and its derivatives, we have

χξ≃η
(
a(η)a(ξ) − a(ξ)a(η)

)
=χξ≃η

(
(a(η) − a(ξ)) a(ξ) + a(ξ)

(
a(ξ) − a(η)

))
=

(ξ
1
2 − η 1

2 )

ξ
1
2

· b(ξ, η),

where b itself obeys symbol behavior. Writing the phase as
(
ξ

1
2 − η 1

2

)
· R̃, R̃ = R̃(R;α, β, ~), we have in our

regime ~ξ
1
2 R ≃ ~η 1

2 R > (1 + c)xt, c > 0 that

dR̃

dR
≃ 1

uniformly in all parameters. The contribution of the second term in (6.17) can then be handled by integration

by parts: omitting constant terms and proceeding schematically, we reduce this to

b(ξ, η)

ξ
1
2

∫ ∞

0

[
1 − ρx(x;α, ~)

] · (1 + ~a1(τ, α, ~))(1 + ~a1(τ̃, β, ~)) · ∂R̃

(
sin

(
ξ

1
2 − η 1

2

))
·
(
dR̃

dR

)−1

dR̃.
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Carrying out the integration by parts again leads to a contribution to χξ∼ηF(ξ, η) of size . ξ−
1
2 .

We can thus reduce things to the first, principal term in (6.17), which is the following contribution to F(ξ, η):

Re
(
a(ξ)a(η)

)

(ξη)
1
4

ξ
1
2

· lim
A→∞

∫ A

0

χ
Rξ

1
2 ~>2xt

[
1 − ρx(x;α, ~)

] · (1 + ~a1(τ, α, ~))

(q(x;α, ~)τ)
1
4

(1 + ~a1(τ̃, β, ~))

(q(x̃; β, ~)τ̃)
1
4

· sin

[
R̃

(
ξ

1
2 − η 1

2

)]
·
(
dR̃

dR

)−1

dR̃

(6.18)

Writing

χ
Rξ

1
2 ~>2xt

[1 − ρx(x;α, ~)] · (1 + ~ã1(τ, α, ~))

(q(x;α, ~)τ)
1
4

(1 + ~ã1(τ̃, β, ~))

(q(x̃; β, ~)τ̃)
1
4

·
(
dR̃

dR

)−1

= Φ(R̃;α, β, ~)

and

Φ(R̃;α, β, ~) = 1 − χ
Rξ

1
2 ~<2xt

+ Ψ(R̃;α, β, ~),

with
∣∣∣Ψ(R̃;α, β, ~)

∣∣∣ . x−1 and symbol behavior with respect to its arguments. Then we have

χξ≃η
a(ξ)a(η)

(ξη)
1
4

ξ
1
2 · lim

A→∞

∫ A

0

sin

[
R̃(ξ

1
2 − η 1

2 )

]
dR̃ = cχξ≃η

a(ξ)a(η)

(ξη)
1
4

ξ
1
2 ·


1

ξ
1
2 − η 1

2


P.V.

and acts like a Hilbert transform like operator which is easily seen to satisfy the desired bound. Furthermore

we can write

lim
A→∞

∫ A

0

χ
Rξ

1
2 ~<2xt

sin

[
R̃(ξ

1
2 − η 1

2 )

]
dR̃ = c

((
1

·

)

P.V.

∗ m

)
(ξ

1
2 − η 1

2 )

for a function m of bounded L1-norm (independent of ~), and hence this contribution can be bounded anal-

ogously to the preceding one.

Finally, for the operator

χξ≃η
a(ξ)a(η)

(ξη)
1
4

ξ
1
2 · lim

A→∞

∫ A

0

Ψ(R̃;α, β, ~) sin

[
R̃(ξ

1
2 − η 1

2 )

]
dR̃

= χξ≃η
a(ξ)a(η)

(ξη)
1
4

ξ
1
2 ·

∑

λ&2xt

lim
A→∞

∫ A

0

χx≃λΨ(R̃;α, β, ~) sin

[
R̃(ξ

1
2 − η 1

2 )

]
dR̃,

where the sum is over dyadic λ, we use that

lim
A→∞

∫ A

0

χx≃λΨ(R̃;α, β, ~) sin

[
R̃(ξ

1
2 − η 1

2 )

]
dR̃ = c

((
1

·

)

P.V.

∗ mλ

)
(ξ

1
2 − η 1

2 )

where ‖mλ‖L1 . λ−1, and we can bound this contribution as before and sum over all dyadic λ & xt. �

In a similar vein we have the following:
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Proposition 6.8. Assuming, with ~ = 1
n+1

, |n| ≥ 2,

f (R) =

∫ ∞

0

φn(R; ξ)x(ξ)ρn(ξ) dξ,

we have for k + ℓ ≪ n the bound
∥∥∥∥∥∥
(

n

R

)k

∂ℓR f (R)

∥∥∥∥∥∥
L2

R dR

.k,ℓ

∥∥∥∥ξ
k+ℓ

2 x(ξ)
∥∥∥∥

L2
dξ

,

the implied constant being uniform in ~.

Proof. This is similar to the preceding proposition. One exploits that for x = Rξ
1
2 ~ & 1, we have

(
n

R

)k

∼
(

1

R~

)k

. ξ
k
2 ,

while if x = Rξ
1
2 ~ <

xt

2
, we have

∣∣∣∣∣∣
(

n

R

)k

φn(R; ξ)

∣∣∣∣∣∣ . ~
1
2

(
Rξ

1
2 ~

)n−1−k

· ξ k
2 .

We omit the rest similar details. �

The following lemma gives the L∞-bound in terms of the S ~
0
-norm:

Lemma 6.9. Let

f (R) =

∫ ∞

0

φn(R; ξ)x(ξ)ρn(ξ) dξ.

Then for k ≥ 1 we can estimate
∥∥∥∂k

R f
∥∥∥

L∞
dR

. ~
− 3

2
−δ

∥∥∥∥(ξ~2)1− δ
2 〈ξ~2〉δξ k−1

2 x(ξ)
∥∥∥∥

L2
dξ

.

In particular we have (with ~ = 1
n+1

)

‖∂R f ‖L∞
dR
. ~
− 3

2
−δ ‖x‖S ~

0
.

Finally, we also have, for k + ℓ ≥ 1,
∥∥∥∥∥∥
(

n

R

)ℓ
∂k

R f

∥∥∥∥∥∥
L∞

dR

. ~
−2−δ

∥∥∥∥(ξ~2)1− δ
2 〈ξ~2〉δξ k+ℓ−1

2 x(ξ)
∥∥∥∥

L2
dξ

.

Proof. We treat the case k = 1. The higher order derivatives can be handled similarly. From the proof of

Proposition 6.7, we have

|∂Rφn(R, ξ)| . ~ 1
2 ξ

1
2 .

Then we have

‖∂R f ‖L∞
dR
. ~

1
2

∫ ∞

0

ξ
1
2 |x(ξ)| dξ
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. ~
1
2

(∫ 1

0

∣∣∣∣ξ1− δ
2 x(ξ)

∣∣∣∣
2

dξ

) 1
2

·
(∫ 1

0

ξ−1+δ dξ

) 1
2

+ ~
1
2

(∫ ∞

1

∣∣∣∣ξ1+ δ
2 x(ξ)

∣∣∣∣
2

dξ

) 1
2

·
(∫ ∞

1

ξ−1−δ dξ

) 1
2

. ~
− 3

2
−δ

∥∥∥∥(ξ~2)1− δ
2 〈ξ~2〉δx(ξ)

∥∥∥∥
L2

dξ

. ~
− 3

2
−δ ‖x‖S ~

0
.

�

We now state the first main proposition on multilinear estimates. The assumption here is that we have the

following Fourier representations

φ j(R) =

∫ ∞

0

φn j
(R; ξ)x j(ξ)ρn j

(ξ) dξ, j = 1, 2, x j(ξ) ∈ S
~ j

0
. (6.19)

Proposition 6.10. Assume that ~1 . ~2 ≪ 1, and either ~3 ≃ ~1 or ~3 ≫ ~1, |~1| ≃ |~2|. Then we have the

bound ∥∥∥∥
〈
φn3

(R; ξ), ∂Rφ1 · ∂Rφ2

〉
L2

R dR

∥∥∥∥
S
~3
1

. ~
−2
2

∏

j=1,2

∥∥∥x j

∥∥∥
S
~ j

0

.

Proof. We treat the case ~1 ≃ ~3 in detail. The second case is similar and simpler, in the sense that this

case happens when ~1 and ~2 have opposite signs and n1, n2 almost cancel each other. Therefore there is

extra decay in |~1| and |~2| in the product
∏

j=1,2

∥∥∥x j

∥∥∥
S
~ j

0

. We distinguish between the case when the output

frequency ξ is less than the maximal frequency of the factors, and the case when it is larger. Call the output

frequency ξ and those of the factors φ j ξ j, j = 1, 2.

(1): ξ < max{ξ1, ξ2}. Due to the asymmetry of the situation, we split this further into two sub-cases.

(1.a): ξ < ξ1. We write this contribution as∑

µ<λ

χξ≃µ
〈
φn3

(R; ξ), ∂Rφ1,λ · ∂Rφ2

〉
L2

R dR

where µ, λ range over dyadic numbers, and we use the notation

φ1,λ =

∫ ∞

0

χξ1≃λφn1
(R; ξ1)x j(ξ1)ρn1

(ξ1) dξ1

By Plancherel’s theorem for the distorted Fourier transform we have (recall ~3 ≃ ~1)∥∥∥∥χξ≃µ
〈
φn3

(R; ξ), ∂Rφ1,λ · ∂Rφ2

〉
L2

R dR

∥∥∥∥
S
~3
1

. ~1(µ~2
1)

1
2
− δ

2 〈µ~2
1〉δ+

3
2

∥∥∥∥
〈
φn3

(R; ξ), ∂Rφ1,λ · ∂Rφ2

〉
L2

R dR

∥∥∥∥
L2

dξ

≃ ~1(µ~2
1)

1
2
− δ

2 〈µ~2
1〉δ+

3
2

∥∥∥∥
〈
φn3

(R; ξ), ∂Rφ1,λ · ∂Rφ2

〉
L2

R dR

∥∥∥∥
L2
ρn3

(ξ)dξ

. ~1(µ~2
1)

1
2
− δ

2 〈µ~2
1〉δ+

3
2

∥∥∥∂Rφ1,λ · ∂Rφ2

∥∥∥
L2

R dR

.
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The last L2
R dR

-norm of the product can be estimated using Proposition 6.8 and Lemma 6.9:
∥∥∥∂Rφ1,λ · ∂Rφ2

∥∥∥
L2

R dR

.

∥∥∥∂Rφ1,λ

∥∥∥
L2

R dR

· ‖∂Rφ2‖L∞
R dR

. λ
1
2 ‖x1‖L2

dξ1
(ξ1≃λ) · ~

− 3
2
−δ

2
· ‖x2‖S ~2

0

.

Combining the two preceding bounds, we infer that
∥∥∥∥χξ≃µ

〈
φ(R; ξ, ~3), ∂Rφ1,λ · ∂Rφ2

〉
L2

R dR

∥∥∥∥
S
~3
1

. ~
− 3

2
−δ

2
λ

1
2 ~1(µ~2

1)
1
2
− δ

2 〈µ~2
1〉δ+

3
2 ‖x1‖L2

dξ1
(ξ1≃λ) · ‖x2‖S ~2

0

. ~
− 3

2
−δ

2

(
µ

λ

) 1
2
− δ

2 · ‖x1‖S ~1
0

(ξ1≃λ)
· ‖x2‖S ~2

0

.

Finally exploiting orthogonality as well as the Cauchy-Schwarz inequality, we infer that
∥∥∥∥∥∥∥∥

∑

µ<λ

χξ≃µ
〈
φn3

(R; ξ), ∂Rφ1,λ · ∂Rφ2

〉
L2

R dR

∥∥∥∥∥∥∥∥

2

S
~3
1

.

∑

µ

∥∥∥∥∥∥∥∥

∑

λ>µ

χξ≃µ
〈
φn3

(R; ξ), ∂Rφ1,λ · ∂Rφ2

〉
L2

R dR

∥∥∥∥∥∥∥∥

2

S
~3
1

. ~
−3−2δ
2

∑

µ<λ

(
µ

λ

)1−δ
· ‖x1‖2

S
~1
0

(ξ1≃λ)
· ‖x2‖2

S
~2
0

. ~
−3−2δ
2 ‖x1‖2

S
~1
0

· ‖x2‖2
S
~2
0

,

which is desired.

(1.b): ξ1 ≤ ξ < ξ2. Write this term as
∑

µ<λ

χξ≃µ〈φn3
(R; ξ), ∂Rφ1,≤µ · ∂Rφ2,λ〉L2

R dR
.

This time we use Lemma 6.9 to bound the factor ∂Rφ2,λ: as in the preceding case, it suffices to bound

~1(µ~2
1)

1
2
− δ

2 〈µ~2
1〉δ+

3
2 ·

∥∥∥∂Rφ1,≤µ · ∂Rφ2,λ

∥∥∥
L2

R dR

. ~1(µ~2
1)

1
2
− δ

2 〈µ~2
1〉δ+

3
2

∥∥∥∂Rφ1,≤µ
∥∥∥

L∞
R dR

·
∥∥∥∂Rφ2,λ

∥∥∥
L2

R dR

. ~
−2+δ
2

(
µ

λ

) 1
2−

δ
2 · ~

1
2
−2δ

1
· (λ~2

2)1− δ
2 〈λ~2

2〉δ+
3
2 · ‖x1‖S ~1

0
(ξ1≤µ)

· ‖x2‖L2
dξ

(ξ2≃λ)

∼ ~−2+δ
2

(
µ

λ

) 1
2
− δ

2 · ~
1
2
−2δ

1
· ‖x1‖S ~1

0
(ξ1≤µ)

· ‖x2‖S ~2
0

(ξ2∼λ)
.
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From this point the estimate can be completed just as in the preceding case.

We next deal with the case where the output frequency ξ dominates the input frequencies:

(2): ξ ≥ max{ξ1, ξ2}. Here we perform integration by parts in order to gain in terms of
max{ξ1,ξ2}

ξ
. We

can do this rather carelessly in the present situation since we are assuming that all angular parameters ~ j,

j = 1, 2, are very small, which ensures sufficient vanishing at the origin R = 0. We have to exploit that

φn3
(R; ξ) is a generalized eigenfunction of H±n3

, ~3 =
1

n3+1
which we denote as Hn3

for simplicity. Then we

have

−Hn3
φn3

(R; ξ) = ξφn3
(R; ξ)

We apply Hn3
three times and integrate by parts, resulting schematically in

ξ3
〈
φn3

(R; ξ), ∂Rφ1,<ξ · ∂Rφ2,<ξ

〉
L2

R dR

=
∑

i+ j+k=6

〈
φn3

(R; ξ),

(
n3

R

)i

∂
1+ j

R
φ1,<ξ · ∂1+k

R φ2,<ξ

〉

L2
R dR

,

where we have only included the most singular terms, the remaining ones being much simpler to treat.

Importantly note that we combine the factors n3

R
with φ1,<ξ , in order not to lose inverse powers of ~1 ≃ ~3.

In order to proceed we dyadically localize the output frequency ξ ≃ λ and the inner factors to dyadic

frequencies µ1, µ2 respectively. Invoking orthogonality, we infer

∥∥∥∥∥
〈
φn3

(R; ξ), ∂Rφ1,<ξ · ∂Rφ2,<ξ

〉
L2

R dR

∥∥∥∥∥
2

S
~3
1

≃
∑

λ

∥∥∥∥∥
〈
φn3

(R; ξ), ∂Rφ1,<ξ · ∂Rφ2,<ξ

〉
L2

R dR

∥∥∥∥∥
2

S
~3
1

(ξ≃λ)

.

∑

i+ j+k=6

∑

λ

λ−6

∥∥∥∥∥∥∥

〈
φn3

(R; ξ),

(
n3

R

)i

∂
1+ j

R
φ1,<ξ · ∂1+k

R φ2,<ξ

〉

L2
R dR

∥∥∥∥∥∥∥

2

S
~3
1

(ξ≃λ)

.

∑

i+ j+k=6

∑

λ

λ−6

∥∥∥∥∥∥∥∥

∑

µ1,µ2<λ

〈
φn3

(R; ξ),

(
n3

R

)i

∂
1+ j

R
φ1,µ1

· ∂1+k
R φ2,µ2

〉

L2
R dR

∥∥∥∥∥∥∥∥

2

S
~3
1

(ξ≃λ)

.

Using Plancherel’s theorem for the distorted Fourier transform we obtain, for µ2 ≤ µ1,

λ−3

∥∥∥∥∥∥∥∥

∑

µ1,µ2<λ

〈
φn3

(R; ξ),

(
n3

R

)i

∂
1+ j

R
φ1,µ1

· ∂1+k
R φ2,µ2

〉

L2
R dR

∥∥∥∥∥∥∥∥
S
~3
1

.
(~2

3
λ)1− δ

2 〈~2
3
λ〉δ+ 3

2

λ
7
2

∑

µ1,2<λ

∥∥∥∥∥∥
(
n3

R

)i

∂
1+ j

R
φ1,µ1

∥∥∥∥∥∥
L2

R dR

·
∥∥∥∂1+k

R φ2,µ2

∥∥∥
L∞

R dR

.

(6.20)
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By Proposition 6.8 as well as Lemma 6.9, we bound the preceding by

~
− 3

2
−δ

2

(~2
3
λ)1− δ2 〈~2

3
λ〉δ+ 3

2

λ
7
2

∑

µ1,2<λ

µ
1+i+ j

2

1
‖x1‖L2

dξ
(ξ1≃µ1) · µ

k
2

2
‖x2‖S ~2

0
(ξ2≃µ2)

. ~
− 3

2
−δ

2

∑

µ1,2<λ

(~2
3
λ)1− δ

2 〈~2
3
λ〉δ+ 3

2

(~2
1
µ1)1− δ

2 〈~2
1
µ1〉δ+

3
2

·
(
µ1

λ

) 1+i+ j

2 ‖x1‖S ~1
0

(ξ1≃µ1)
·
(
µ2

λ

) k
2 ‖x2‖S ~2

0
(ξ≃µ2)

.

Finally, observe that

(~2
3
λ)1− δ

2 〈~2
3
λ〉δ+ 3

2

(~2
1
µ1)1− δ2 〈~2

1
µ1〉δ+

3
2

·
(
µ1

λ

) 1+i+ j

2 ·
(
µ2

λ

) k
2

.

∏

j=1,2

(µ j

λ

) 1
4

.

We conclude by using the Cauchy-Schwarz inequality to infer that

~
− 3

2
−δ

2


∑

λ


∑

µ1,2<λ

∏

j=1,2

(µ j

λ

) 1
4 ‖x1‖S ~1

0
(ξ≃µ1)

‖x2‖S ~2
0

(ξ≃µ2)



2


1
2

. ~
− 3

2
−δ

2
‖x1‖S ~1

0

· ‖x2‖S ~2
0

,

as desired. If µ1 ≤ µ2, then we bound (6.20) as

(~2
3
λ)1− δ

2 〈~2
3
λ〉δ+ 3

2

λ
7
2

∑

µ1,2<λ

∥∥∥∥∥∥
(
n3

R

)i

∂
1+ j

R
φ1,µ1

∥∥∥∥∥∥
L∞

R dR

·
∥∥∥∂1+k

R φ2,µ2

∥∥∥
L2

R dR

.

By Proposition 6.7 and Lemma 6.9 we bound this as

~
− 3

2
−δ

1

(~2
3
λ)1− δ2 〈~2

3
λ〉δ+ 3

2

λ
7
2

∑

µ1,2<λ

µ
i+ j
2

1
‖x1‖S ~1

1
(ξ1≃µ1)

· µ
k+1

2

2
‖x2‖L2

dξ
(ξ2≃µ2)

. ~
1
2

3
~
−2+δ
2

∑

µ1,2<λ

λ1− δ
2 〈~2

3
λ〉δ+ 3

2

µ
1− δ

2

2
〈~2

2
µ2〉δ+

3
2

·
(
µ1

λ

) i+ j

2 ‖x1‖S ~1
0

(ξ1≃µ1)
·
(
µ2

λ

) 1+k
2 ‖x2‖S ~2

0
(ξ≃µ2)

.

The rest argument is similar to the case when µ2 ≤ µ1. �

We next aim to derive an analogue of the preceding proposition but with all angular frequencies ~ j & 1,

again assuming the compatibility conditions on the ~ j as in the proposition. Thus in that situation we no

longer worry about losses in the ~−1
j

, but instead we need to worry about the last step in the proof, where we

transferred the operator Hn from the left side of the inner product to the right.

6.5. The good spaces for the exceptional angular momenta n = 0,±1. The next estimate will be formu-

lated for arbitrary inputs, also those for angular momenta n = 0,±1. Thus we need to introduce a norm for

these as well.
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n = −1. Recall from (4.61)

D− f (R) =

∫ ∞

0

y(ξ)φ−(R, ξ)ρ̃−1(ξ)dξ, y(ξ) := 〈D− f (R), φ−(R, ξ)〉L2
R dR
.

To pass back from this formula to the underlying function f , write it as

f (R) = c− · φ−1(R) + φ−1(R) ·
∫ R

0

(φ−1(s))−1D− f (s) ds, φ−1(R) :=
R2

1 + R2
. (6.21)

Recall the asymptotics of the spectral measure

ρ̃−1(ξ) ∼ ξ〈ξ〉2.
In the sequel, it will also be important to recall the asymptotic bounds for the Fourier basis φ−1(R, ξ), which

gives
∣∣∣φ−1(R, ξ)

∣∣∣ . R3/〈R〉2, whence linear growth toward R = +∞. Then we introduce the norm

‖y(ξ)‖S −
0

:=
∥∥∥∥ξ1− δ

2 〈ξ〉 5
2
+δy(ξ)

∥∥∥∥
L2

dξ

. (6.22)

Then we shall describe the function f (R) in terms of the pair
(
c−, y

)
. For later reference we also introduce

the space S −
1

such that ‖ · ‖S −
1

:= ‖ξ− 1
2 · ‖S −

0
.

n = 0. We recall from [16] the representation

D f (R) =

∫ ∞

0

y(ξ)φ0(R, ξ)ρ̃0(ξ)dξ, y(ξ) := 〈D f (R), φ0(R, ξ)〉L2
R dR
.

Here we use the notation φ0(R, ξ) := φ(R, ξ) where the latter Fourier basis is described in [16], and the

spectral measure ρ̃0 corresponds to ρ̃(ξ) in loc. cit.. Moreover, denoting by φ0(R) := R
1+R2 the resonance at

zero frequency, we have the representation

f (R) = c0 · φ0(R) + φ0(R) ·
∫ R

0

φ−1
0 (s)D f (s) ds, φ0(R) :=

R

1 + R2
. (6.23)

Here we recall the spectral asymptotics

ρ̃0(ξ) ∼ 〈log ξ〉−2, ξ . 1,

ρ̃0(ξ) ∼ ξ2, ξ ≫ 1.

Then we introduce the norm

‖y(ξ)‖S 0
0

:=

∥∥∥∥∥∥∥

(
〈log〈ξ〉〉
〈log ξ〉

)1+δ

ξ
1
2 〈ξ〉 5

2
+ δ

2 y(ξ)

∥∥∥∥∥∥∥
L2

dξ

. (6.24)

Remark 6.11. This norm is similar to the one use in [16], except it reflects H4+ regularity (for the derivative

D f ) rather than H3+-regularity as in [16]; moreover, the logarithmic weight is slightly altered here in order

for this norm to exactly match the regularity for the other n at high frequencies.

n = 1. Recall from Lemma 4.2 the representation

D+ f (R) =
2

π2

∫ ∞

0

y(ξ)φ1(R, ξ)ξdξ, y(ξ) := 〈D+ f (R), φ1(R, ξ)〉L2
R dR
.
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where we set φ1(R, ξ) is identical to φ(R, z) in (4.21) with z = ξ. In the following we will denote by

ρ̃1(ξ) := 2
π2 ξ the spectral measure associated to φ1(R, ξ). Then we have the representation

f (R) = c1 · φ1(R) + φ1(R) ·
∫ R

0

φ1(s)−1D+ f (s) ds, φ1(R) :=
1

1 + R2
. (6.25)

Then we introduce the norm

‖y(ξ)‖S +
0

:=
∥∥∥∥ξ1− δ

2 〈ξ〉 3
2
+δy(ξ)

∥∥∥∥
L2

dξ

. (6.26)

We then have the following basic analogous of Proposition 6.7 and Lemma 6.9:

Proposition 6.12. Let

f−1(R) = c−1 · φ−1(R) + φ−1(R) ·
∫ R

0

φ−1(s)−1D− f−1(s) ds

f0(R) = c0 · φ0(R) + φ0(R) ·
∫ R

0

φ0(s)−1D f0(s) ds

f1(R) = c1 · φ1(R) + φ1(R) ·
∫ R

0

φ1(s)−1D+ f1(s) ds

Moreover, set

y∓1(ξ) = 〈D∓ f∓1(R), φ∓1(R, ξ)〉L2
R dR
, y0(ξ) := 〈D f0(R), φ0(R, ξ)〉L2

R dR

Then for k ≥ 1 we have the derivative bounds (for τ ≫ 1)

∥∥∥∂k
R f−1(R)

∥∥∥
L2

R dR

. |c−1| +
∥∥∥∥ξ

1
2
− δ

2 〈ξ〉 1
2
+δ (ρ̃−1(ξ))

1
2 y−1(ξ)

∥∥∥∥
L2

dξ

+

∥∥∥∥ξ
k−1

2 (ρ̃−1(ξ))
1
2 y−1(ξ)

∥∥∥∥
L2

dξ

,

∥∥∥∂k
R f+1(R)

∥∥∥
L2

R dR
(R.τ)

. |c1| + τmax{2−k,0}(1−δ)
∥∥∥∥ξ

1
2
− δ

2 〈ξ〉δ (ρ̃1(ξ))
1
2 y1(ξ)

∥∥∥∥
L2

dξ

+

∥∥∥∥ξ
k−1

2 (ρ̃1(ξ))
1
2 y1(ξ)

∥∥∥∥
L2

dξ

,

∥∥∥∂k
R f0(R)

∥∥∥
L2

R dR

. |c0| + τ(1−δ) max{2−k,0}
∥∥∥∥ξ

1
2
− δ

2 〈ξ〉δ (ρ̃0(ξ))
1
2 y0(ξ)

∥∥∥∥
L2

dξ

+

∥∥∥∥ξ
k−1

2 (ρ̃0(ξ))
1
2 y0(ξ)

∥∥∥∥
L2

dξ

(6.27)

and in terms of the norms S ±
0
, S 0

0
, we have the bounds

‖∂R f±1(R)‖L2
R dR

(R.τ) . |c±1| + τ1−δ ‖y±1‖S ±
0
,

‖∂R f0(R)‖L2
R dR

(R.τ) . |c0| + τ ‖y0‖S 0
0
,

∥∥∥∂2
R f0(R)

∥∥∥
L2

R dR
(R.τ)

. |c0| +
√
| log τ| ‖y0‖S 0

0
.

(6.28)
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Moreover, for k ≥ 1 we have the L∞-bounds
∥∥∥∂k

R f−1(R)
∥∥∥

L∞
R dR

. |c−1| +
∥∥∥∥ξ

k
2
− δ

2 〈ξ〉δρ̃−1(ξ)y j(ξ)
∥∥∥∥

L2
dξ

and in particular we have

‖∂R f−1(R)‖L∞
R dR
. |c−1| + ‖y−1‖S −

0
.

Similarly, we have
∥∥∥∂k

R f1(R)
∥∥∥

L∞
R dR

. |c1| +
∥∥∥∥ξ

k
2
− δ

2 〈ξ〉δρ̃1(ξ)y1(ξ)
∥∥∥∥

L2
dξ

and in particular we have

‖∂R f1(R)‖L∞
R dR
. |c1| + ‖y1‖S +

0
.

Finally we have

∥∥∥∂k
R f0(R)

∥∥∥
L∞

R dR

. |c0| +
∥∥∥∥∥∥∥
ξ

k
2 〈ξ〉 δ2

(
〈log ξ〉
〈log〈ξ〉〉

)1−δ
ρ̃0(ξ)y0(ξ)

∥∥∥∥∥∥∥
L2

dξ

,

and in particular we have

‖∂R f0(R)‖L∞
R dR
. |c0| + ‖y0‖S 0

0
.

Proof. We start by proving (6.27).

First estimate of (6.27). To begin with, we observe that∥∥∥c−1∂
k
Rφ−1(R)

∥∥∥
L2

R dR

. |c−1| , k ≥ 1.

Next, write

∂k
R

(
φ−1(R) ·

∫ R

0

φ−1(s)−1D− f−1(s) ds

)
=

∑

i+ j=k, j≥1

Ci, j∂
i
R (φ−1(R)) ∂

j−1

R

(
φ−1(R)−1D− f−1(R)

)

+ ∂k
R (φ−1(R)) ·

∫ R

0

φ−1(s)−1D− f−1(s) ds

Here we can quickly dispose of the second term on the right by observing that∥∥∥〈R〉 · ∂k
R (φ−(R))

∥∥∥
L2

R dR

< ∞, k ≥ 1,

as well as the bounds (valid for all positive s)
∣∣∣φ−1(s)−1φ−1(s, ξ)

∣∣∣ . min

{
s, s−2(1 + s2)〈ξ〉−1ξ−

1
2 (sξ

1
2 )−

1
2

}

Then write ∫ R

0

φ−1(s)−1D− f−1(s) ds

=

∫ min{1,R}

0

φ−1(s)−1

∫ 1

0

φ−1(s, ξ)y−1(ξ)ρ̃−1(ξ) dξ ds
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+

∫ min{1,R}

0

φ−1(s)−1

∫ s−2

1

φ−1(s, ξ)y−1(ξ)ρ̃−1(ξ) dξ ds

+

∫ min{1,R}

0

φ−1(s)−1

∫ ∞

s−2

φ−1(s, ξ)y−1(ξ)ρ̃−1(ξ) dξ ds

+

∫ R

min{1,R}
φ−1(s)−1D− f−1(s) ds

=

4∑

j=1

S j.

We easily obtain

|S 1| .
∫ 1

0

∫ 1

0

sξ |y−1(ξ)| dξ ds .

∥∥∥∥ξ
3
2
−δy−1(ξ)

∥∥∥∥
L2

dξ
(ξ<1)

,

which is better than the bound needed for (6.27). For S 2,3, we change the order of integration:

|S 2| .
∫ ∞

1

∫ min{R,ξ−
1
2 }

0

s
∣∣∣y−1(ξ)

∣∣∣ρ̃−1(ξ) ds dξ .

∫ ∞

1

ξ2 |y−1(ξ)| dξ .
∥∥∥∥ξ

5
2
+ δ

2 y(ξ)
∥∥∥∥

L2
dξ

(ξ>1)

in accordance with the bound needed for (6.27), and similarly

|S 3| .
∫ ∞

1

(∫ R

ξ
− 1

2

s−2(1 + s2)〈ξ〉−1ξ−
1
2 (sξ

1
2 )−

1
2 ds

)
|y−1(ξ)| ρ̃−1(ξ) dξ

. 〈R〉 ·
∫ ∞

1

ξ2 |y−1(ξ)| dξ . 〈R〉 ·
∥∥∥∥ξ

5
2+

δ
2 y−1(ξ)

∥∥∥∥
L2

dξ
(ξ>1)

,

and so the contribution of the this term to the full expression can be estimated by

∥∥∥∂k
R (φ−1(R)) · S 3

∥∥∥
L2

R dR

.

∥∥∥〈R〉 · ∂k
R (φ−(R))

∥∥∥
L2

R dR

·
∥∥∥〈R〉−1S 3

∥∥∥
L∞

R dR

.

∥∥∥∥ξ
5
2
+ δ

2 y−1(ξ)
∥∥∥∥

L2
dξ

(ξ>1)
,

which is consistent with (6.27). Finally, for the last term, we may assume R > 1, of course, and then

|S 4| .
∫ R

1

∫ 1

0

χ
sξ

1
2 .1

sξ
1
2 · ξ 1

2 |y−1(ξ)
∣∣∣ dξ ds

+

∫ R

1

∫ 1

0

χ
sξ

1
2 &1

ξ−
1
2 (sξ

1
2 )−

1
2

∣∣∣y−1(ξ)
∣∣∣ ξdξ ds

+

∫ R

1

∫ ∞

1

〈ξ〉−1ξ−
1
2 (sξ

1
2 )−

1
2

∣∣∣y−1(ξ)
∣∣∣ξ3 dξ ds,

and all of these are seen to be bounded by

. 〈R〉
∥∥∥∥ξ

1
2
− δ

2 〈ξ〉 1
2
+δ (ρ̃−1(ξ))

1
2 y−1(ξ)

∥∥∥∥
L2

dξ

,
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which then leads to the desired bound as see before. As far as the remaining term
∑

i+ j=k, j≥1

Ci, j∂
i
R (φ−1(R)) ∂

j−1

R

(
φ−1(R)−1D− f−1(R)

)
, k ≥ 1,

is concerned, using arguments analogous to the ones for the proof of Proposition 6.7, we have for i + j ≤ k

that ∥∥∥∥∂i
R (φ−1(R)) ∂

j−1

R

(
φ−1(R)−1D− f−1(R)

)∥∥∥∥
L2

R dR

.

∥∥∥∥ξ
k−1

2 (ρ̃−1(ξ))
1
2 y−1(ξ)

∥∥∥∥
L2

dξ

.

In fact, the term φ−1
− (R) being singular at the origin costs two powers of ξ

1
2 for ξ ≫ 1, but the factor

∂i
R

(
φ−(R)

)
contributes at least max{2 − i, 0} powers of R, whence we have to pay

j + 1 −max{2 − i, 0} = k − i + 1 −max{2 − i, 0} ≤ k − 1

many powers of ξ
1
2 in the high-frequency regime. In the low frequency regime ξ . 1 derivatives translate

into gains of R−1 which in turn translate into additional factors ξ
1
2 . This completes the proof of the first

inequality in (6.27).

Second estimate of (6.27). As in the preceding case the contribution of the root mode c1φ1(R) is trivial,

and so we now treat the contribution of the integral expression. As before write

∂k
R

(
φ1(R) ·

∫ R

0

φ1(s)−1D+ f1(s) ds

)
=

∑

i+ j=k, j≥1

Ci, j∂
i
R (φ1(R)) ∂

j−1

R

(
φ+1(R)−1D+ f1(R)

)

+ ∂k
R (φ1(R)) ·

∫ R

0

φ1(s)−1D+ f1(s) ds

The loss of a factor τ for k = 1 in the estimate is due to the case k = 1 when the integral does not get hit by

∂R. Considering this case first, we get the bound
∣∣∣∣∣∣∂R (φ1(R)) ·

∫ R

0

φ1(s)−1D+ f1(s) ds

∣∣∣∣∣∣

. |∂R (φ1(R))| ·
∫ 1

0

∫ min{R,ξ−
1
2 }

0

(1 + s2)s ds |y1(ξ)| ξdξ

+ |∂R (φ1(R))| ·
∫ 1

0

∫ R

ξ
− 1

2

(1 + s2) · ξ− 1
2 (sξ

1
2 )−

1
2 ds |y1(ξ)| ξdξ

+ |∂R (φ1(R))| ·
∫ ∞

1

∫ R

0

(1 + s2) min{s, ξ− 1
2 (sξ

1
2 )−

1
2 } ds · |y1(ξ)| ξdξ

Each of these expressions can be easily bounded by

. 〈R〉−δ
∥∥∥∥ξ

1
2
− δ

2 〈ξ〉δ (ρ̃1(ξ))
1
2 y1(ξ)

∥∥∥∥
L2

dξ

.

Correspondingly the L2
R dR

-norm over the region R . τ is bounded by the second expression on the right of

(6.27) in the case k = 1. Observe that expression we obtain in the k = 1 case when ∂R falls on the integral is
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simplyD+ f1(R), and its L2
R dR

norm is simply bounded by
∥∥∥∥(ρ̃1(ξ))

1
2 y1(ξ)

∥∥∥∥
L2

dξ

by Plancherel for the distorted

Fourier transform, again compatible with the second bound in (6.27).

Next consider the case k = 2, again assuming that both derivatives fall on the first factor φ1(R). For R ≫ 1,

we have
∣∣∣∣∣∣∂

2
R (φ1(R)) ·

∫ R

0

φ1(s)−1D+ f1(s) ds

∣∣∣∣∣∣ . 〈R〉
−1−δ

∥∥∥∥ξ
1
2−

δ
2 〈ξ〉δ (ρ̃1(ξ))

1
2 y1(ξ)

∥∥∥∥
L2

dξ

,

whose L2
RdR

-norm is bounded by the second expression on the right of (6.27) in the case k = 2. The

remaining terms arising in the k = 2 case are

∂R (φ1(R)) · [φ1(R)]−1D+ f1(R), φ1(R) · ∂R

(
[φ1(R)]−1D+ f1(R)

)
.

In order to estimate them, we use the Plancherel’s theorem for the distorted Fourier transform, as well as the

bounds
∣∣∣∂R (φ1(R)) [φ1(R)]−1

∣∣∣ +
∣∣∣∣φ1(R) · ∂R

(
[φ+1(R)]−1

)∣∣∣∣ . 1,

‖∂RD+ f1(R)‖L2
R dR
.

∥∥∥∥ξ
1
2 (ρ̃1(ξ))

1
2 y1(ξ)

∥∥∥∥
L2

dξ

,

which imply the desired estimate in accordance with the second inequality in (6.27). The case of derivatives

of degree k ≥ 3 is straightforward due to the fact that now

∂k
R (φ1(R)) · 〈R〉 · [φ1(R)]−1 ∈ L2

R dR.

We omit the straightforward details.

When n = 0, the argument is similar to that of n = 1, and most delicate step is to estimate the contribution

from
∣∣∣∣∣∣∂R (φ0(R)) ·

∫ R

0

φ0(s)−1D f0(s) ds

∣∣∣∣∣∣

. |∂R (φ0(R))| ·
∫ 1

0

∫ min{R,ξ−
1
2 }

0

(
s + s−1

)
s2 ds |y0(ξ)| 〈log ξ〉−2dξ

+ |∂R (φ0(R))| ·
∫ 1

0

∫ R

ξ
− 1

2

(
s + s−1

)
· (sξ

1
2 )−

1
2 〈log ξ〉 ds |y0(ξ)| 〈log ξ〉−2dξ

+ |∂R (φ0(R))| ·
∫ ∞

1

∫ R

0

(
s + s−1

)
min{s2, (sξ

1
2 )−

1
2 ξ−1} ds · |y0(ξ)| 〈ξ〉2dξ.

Similar as the n = 1 case, each of these expressions is bounded by

. 〈R〉−δ
∥∥∥∥ξ

1
2
− δ

2 〈ξ〉δ (̃ρ0(ξ))
1
2 y0(ξ)

∥∥∥∥
L2

dξ

.

The rest argument is identical to the n = 1 case, and we omit the details.
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Now we turn to the second group of estimates (6.28). Based on the estimates in (6.27), the proof for

(6.28) is more straightforward and here we only give an outline of its proof. For instance we look at ∂R f1:

∂R f1(R) = c1∂Rφ1(R) +D+ f1(R) + (∂Rφ1(R)) ·
∫ R

0

(φ1(s))−1D+ f1(s) ds

The first and the last term on the RHS above can be estimated exactly the same way as for the proof of

(6.27), in view of the fact that the ‖ · ‖S +
0
-norm controls the norm

∥∥∥∥ξ
1
2
− δ

2 〈ξ〉δ (ρ̃1(ξ))
1
2 ·

∥∥∥∥
L2

dξ

. For the second

term, we first estimate the pointwise bound for D+ f1(R), which decays for R ≫ 1, and take the L2
RdR

-norm

over the regime R . τ. More precisely, we have (assuming R≫ 1, and omitting the constant coefficients)

D+ f1(R) =

∫ ∞

0

φ1(R, ξ)y1(ξ)ξ dξ =


∫ R−2

0

+

∫ 1

R−2

+

∫ ∞

1

φ1(R, ξ)y1(ξ)ξ dξ.

For the integral
∫ R−2

0
... we have

∣∣∣∣∣∣∣

∫ R−2

0

φ1(R, ξ)y1(ξ)ξ dξ

∣∣∣∣∣∣∣
.

∫ R−2

0

Rξ|y1(ξ)| dξ .

∫ R−2

0

ξ−1+δ dξ



1
2

‖y1‖S +
0
. R−δ ‖y1‖S +

0
.

For the integral
∫ 1

R−2 ... we have

∣∣∣∣∣∣∣

∫ R−2

0

φ1(R, ξ)y1(ξ)ξ dξ

∣∣∣∣∣∣∣
. R−

1
2

∫ 1

R−2

ξ
1
4 |y1(ξ)| dξ . R−

1
2

(∫ 1

R−2

ξ−
3
2+δ dξ

) 1
2

‖y1‖S +
0
. R−δ ‖y1‖S +

0
.

Finally for the integral
∫ ∞

1
... we have

∣∣∣∣∣
∫ ∞

1

φ1(R, ξ)y1(ξ)ξ dξ

∣∣∣∣∣ . R−
1
2

∫ ∞

1

ξ
1
4 |y1(ξ)| dξ . R−

1
2 ‖y1‖S +

0
.

Therefore the estimate on ‖∂R f1‖L2
RdR

(R.τ) follows. The other estimates in (6.28) follow in the same way.

Finally the L∞-estimates on ∂k
R

f j can be proved directly using the Fourier representations forD− f−1,D f0
and D+ f1. We omit the details here. �

In the sequel, we shall need certain weighted versions of inequalities in the preceding proposition which

allow to mostly avoid the losses in τ, which may be understood as a low-frequency issue:

Lemma 6.13. We have the following weighted and paradifferentiated derivative bounds, where y j denotes

the Fourier transform in analogy to the preceding proposition, and where we assume c j = 0:


∑

λ.1

λ1−δ ∥∥∥∂R f j,[λ,1]

∥∥∥2

L2
R dR



1
2

.

∥∥∥y j

∥∥∥
S

j

0

, j = ±1,


∑

λ.1

λ1−δ ∥∥∥∂R f0,[λ,1]

∥∥∥2

L2
R dR

(R.τ)



1
2

. τδ
∥∥∥y j

∥∥∥
S 0

0

, τ & 1.
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Here λ ranges over dyadic frequencies. The same bound obtains if [λ, 1] is replaced by [λ, a) where a ∈
[1,∞]. Here we use the notations S 1

0
:= S +

0
, S −1

0
:= S −

0
.

Proof. We observe that the difference between the cases j = ±1 and j = 0 arises due to the different weights

in the small frequency region in the norms ‖ · ‖
S

j

0

. We treat the cases j = ∓1, the case j = 0 being similar.

j = −1. Write as before

∂R f−1,[λ,1] = ∂Rφ−1(R) ·
∫ R

0

[φ−1(s)]−1 · D− f−1,[λ,1](s) ds +D− f−1,[λ,1](R)

Using Plancherel’s theorem for the distorted Fourier transform we infer for dyadic µ ∈ [λ, 1]

λ
1
2
− δ

2

∥∥∥D− f−1,µ(R)
∥∥∥

L2
R dR

.

(
λ

µ

) 1
2
− δ

2

· µ 1
2
− δ

2

∥∥∥∥(ρ̃−1(ξ))
1
2 y−1(ξ)

∥∥∥∥
L2

dξ
(ξ≃µ)

.

(
λ

µ

) 1
2
− δ

2

· ‖y−1(ξ)‖S −1
0

(ξ≃µ) .

It follows that


∑

λ.1

λ1−δ ∥∥∥D− f−1,[λ,1]

∥∥∥2

L2
R dR



1
2

.


∑

λ.1

∑

λ.µ.1

(
λ

µ

) 1
2
− δ

2

·
∥∥∥y−1(ξ)

∥∥∥2

S −1
0

(ξ≃µ)



1
2

. ‖y−1(ξ)‖S −1
0
.

Next consider the integral term above.

∂Rφ−1(R) ·
∫ R

0

[
φ−1(s)

]−1 · D−1 f−1,[λ,1](s) ds.

Following from the proof of the preceding proposition, we immediately obtain
∥∥∥∥∥∥∂Rφ−1(R) ·

∫ R

0

[
φ−1(s)

]−1 · D− f−1,[λ,1](s) ds

∥∥∥∥∥∥
L2

RdR

. ‖y−1‖S −1
0
,

and the desired weighted bound follows.

j = +1. Write

∂R f1,[λ,1] = ∂Rφ1(R) ·
∫ R

0

[
φ1(s)

]−1 · D+ f1,[λ,1](s) ds +D+ f1,[λ,1](R)

The contribution of the second term is treated exactly as in the preceding case. However, the contribution

of the first term is more complicated. Our main goal here is to control the growth in R of its L2
RdR

-norm.

Therefore without loss of generality, we assume that s ∈ [1,R]. Fix dyadic µ ∈ [λ, 1] and consider the

localized term(where y1,µ(ξ) = χξ≃µy1(ξ))

∂Rφ1(R) ·
∫ R

0

[
φ1(s)

]−1 · D+ f1,µ(s) ds

=∂Rφ1(R) ·
∫ R

0

[
φ1(s)

]−1 ·
∫ ∞

0

χ
sξ

1
2 .1

φ1(s, ξ)y1,µ(ξ)ρ̃1(ξ) dξ ds
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+∂Rφ1(R) ·
∫ R

0

[
φ1(s)

]−1 ·
∫ ∞

0

χ
sξ

1
2 &1

φ1(s, ξ)y1,µ(ξ)ρ̃1(ξ) dξ ds

Then we bound the contribution of the first term on the right as follows, where we first localize R to dyadic

scale R ≃ ρ (Recall that since s ≥ 1, we have ξ ≤ 1 in this case.):

λ
1
2
− δ

2

∥∥∥∥∥∥∂Rφ1(R) ·
∫ R

0

[φ1(s)]−1 ·
∫ ∞

0

χ
sξ

1
2 .1

φ1(s, ξ)y1,µ(ξ)ρ̃1(ξ) dξ ds

∥∥∥∥∥∥
L2

R dR
(R≃ρ)

.

(
λ

µ

) 1
2
− δ

2

·


∑

κ.min{µ−
1
2 ,ρ}

(
κ

ρ

)2

·
(
µ

1
2 κ

)2


·
∥∥∥y1,µ

∥∥∥
S 1

0
(ξ≃µ)

where κ runs over dyadic scales for s ∈ [1,R], and we have

∑

κ.min{µ−
1
2 ,ρ}

(
κ

ρ

)2

·
(
µ

1
2 κ

)2

.
µ

1
2 ρ

〈µ 1
2 ρ〉2

.

We conclude that

∑

λ.1

λ1−δ
∥∥∥∥∥∥∂Rφ1(R) ·

∫ R

0

[
φ1(s)

]−1 ·
∫ ∞

0

χ
sξ

1
2 .1

φ1(s, ξ)y1,[λ,1](ξ)ρ̃1(ξ) dξ ds

∥∥∥∥∥∥
2

L2
R dR



1
2

.


∑

λ.1

∑

ρ


∑

µ∈[λ,1]

(
λ

µ

) 1
2
− δ

2

· µ
1
2 ρ

〈µ 1
2 ρ〉2

·
∥∥∥y1,µ

∥∥∥
S +

0
(ξ≃µ)



2


1
2

.


∑

λ.1

∑

ρ

∑

µ∈[λ,1]

(
λ

µ

) 1
2
− δ

2

· µ
1
2 ρ

〈µ 1
2 ρ〉2

·
∥∥∥y1,µ

∥∥∥2

S +
0

(ξ≃µ)



1
2

. ‖y1‖S +
0
,

which corresponds to the desired bound. As for the oscillatory term above where the integration is restricted

to sξ
1
2 & 1, we have to perform integration by parts (for instance, three times) with respect to s, which leads

to the analogous bound

λ
1
2
− δ

2

∥∥∥∥∥∥∂Rφ1(R) ·
∫ R

0

[
φ1(s)

]−1 ·
∫ ∞

0

χ
sξ

1
2 &1

φ1(s, ξ)y1,µ(ξ)ρ̃1(ξ) dξ ds

∥∥∥∥∥∥
L2

R dR
(R≃ρ)

.

(
λ

µ

) 1
2
− δ

2

·


∑

µ
− 1

2 .κ.ρ

(
κ

ρ

)2

·
(
µ

1
2 κ

)−2


·
∥∥∥y1,µ

∥∥∥
S +

0
(ξ≃µ)

,

and the estimate is concluded from here in the same way as before.

We omit the simple modifications of the preceding proof to also handle the generalised bounds involving

∂R f j,[λ,a).
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�

6.6. More general bilinear estimates. We can now formulate the following proposition, in which we still

restrict the output to ‘non-exceptional angular momenta’, i.e. |n3| ≥ 2.

Proposition 6.14. Let |n1| ≫ 1, |n2| ≤ |n1|, where n2 is allowed to take any integer value. Also, assume that

|n3| ≥ 2 and that either n3 ≃ n1 or else |n3| ≪ |n1| as well as n1 ≃ −n2. For |n| ≥ 2, we say that φ(R) is an

angular momentum n function provided

φ(R) =

∫ ∞

0

φn(R; ξ)x(ξ)ρ̃n(ξ) dξ,

in which case we set

‖φ‖S̃ (n) := ‖x(ξ)‖S ~
0
.

For n = 0,±1 we say that φ(R) is an angular momentum n function provided

φ(R) = cnφn(R) + φn(R) ·
∫ R

0

[
φn(s)

]−1 D̃φ(s) ds, D̃φ(R) =

∫ ∞

0

x(ξ)φn(R, ξ)ρ̃n(ξ) dξ,

where D̃ = D−,D,D+ according to n as in the preceding. Then set

‖φ‖S̃ (n) := |cn| + ‖x(ξ)‖
S

(n)

0

, where S
(0)

0
:= S 0

0, S
(±1)

0
= S ±0 .

With the conventions and under the assumptions on the n j stated at the beginning, and assuming τ ≫ 1, we

have the following bound

∥∥∥∥〈φn3
(R; ξ), χR.τ∂Rφ1 · ∂Rφ2〉L2

R dR

∥∥∥∥
S
~3
1

. τ
δ
2 〈n2〉2

2∏

j=1

∥∥∥φ j

∥∥∥
S̃

(n j) (6.29)

where we assume that the factors φ j are angular momentum n j functions, j = 1, 2.

Next, assume that |n1| . 1, while the other assumptions on n j stated above are still valid. Then if φ1,2 are

angular momentum n j functions with finite ‖ · ‖
S̃

(n j)-norm, the product

∂Rφ1 · ∂Rφ2

admits a third order Taylor expansion at R = 0 of the form

P3(R) :=

3∑

ℓ=0

γℓR
ℓ,

where we have the bound
3∑

ℓ=0

|γℓ| .
∏

j=1,2

∥∥∥φ j

∥∥∥
S̃

(n j) . (6.30)

Furthermore, we have the bound

∥∥∥∥〈φn3
(R; ξ), χR.τ∂Rφ1 · ∂Rφ2 − χR.1P3(R)〉L2

R dR

∥∥∥∥
S

(~3)

1

. τ
δ
2

2∏

j=1

∥∥∥φ j

∥∥∥
S̃

(n j) (6.31)

The last inequality remains correct if we subtract from P3 those terms γlR
l with l ≥ |n3−1|, l ≡ n3−1(mod 2),

provided |n3 − 1| ≤ 3.
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Proof. Proof of (6.29):

In order to prove (6.29), in light of Proposition 6.10, it suffices to deal with the case when n2 = 0,±1, and so

n3 ≃ n1. Then we repeat the proof of Proposition 6.10. We split the proof into the same cases, and use the

same terminology. Frequencies for the second factor φ2 correspond to the frequencies of the Fourier integral.

(1.a): ξ < ξ1. This proceeds exactly as in the earlier proof by taking advantage of the L∞-bounds coming

from Proposition 6.12. In particular, the contribution of the resonant/root part in φ2 leads to an admissible

contribution, and we can omit it from now on.

(1.b): ξ2 ≥ ξ ≥ ξ1. This we can write as in the earlier proof as

∑

µ

χξ≃µ
〈
φn3

(R; ξ), χR.τ∂Rφ1,≤µ · ∂Rφ2,[µ,∞]

〉
L2

R dR

=
∑

µ<λ

χξ≃µ
〈
φn3

(R; ξ), χR.τ∂Rφ1,≤µ · [cn∂Rφn(R) + ∂Rφ2,λ]
〉

L2
R dR

.

where we set

φ2,λ(R) = φ j(R) ·
∫ R

0

[
φ j(s)

]−1 D̃φ2,λ(s) ds, D̃φ2,λ(R) =

∫ ∞

0

χξ≃λx2(ξ)φ j(R, ξ)ρ̃ j(ξ) dξ, j = 0,±1.

We distinguish between small output frequencies µ . 1 and large ones.

Small output frequency µ . 1. The contribution of the root/resonant part is straightforward to handle by

means of Plancherel’s Theorem and Lemma 6.9:
∥∥∥∥∥∥∥∥

∑

µ.1

χξ≃µ〈φn3
(R; ξ), χR.τ∂Rφ1,≤µ · cn∂Rφn(R)〉L2

R dR

∥∥∥∥∥∥∥∥
S
~3
1

. |cn| ·
∑

µ.1

~
2−δ
3 µ

1
2−

δ
2

∥∥∥∂Rφ1,≤µ
∥∥∥

L∞
R dR

· ‖∂Rφn(R)‖L2
R dR

. |cn| · ‖φ1‖S̃ (n1)

0

.

∏

j=1,2

∥∥∥φ j

∥∥∥
S̃

(n j) .

Next, denoting φ̃2 = φ2 − cnφn(R) and taking advantage of Lemma 6.13 as well as Lemma 6.9 as well as

orthogonality, we have

∥∥∥∥∥∥∥∥

∑

µ.1

χξ≃µ
〈
φ(R; ξ, ~3), χR.τ∂Rφ1,≤µ · ∂Rφ̃2,[µ,∞]

〉
L2

R dR

∥∥∥∥∥∥∥∥
S
~3
1

.


∑

µ.1

~
4−δ
3 µ1−δ ∥∥∥χR.τ∂Rφ1,≤µ · ∂Rφ̃2,[µ,∞]

∥∥∥2

L2
R dR



1
2
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.


∑

µ.1

~
4−δ
3 µ1−δ ∥∥∥∂Rφ1,≤µ

∥∥∥2

L∞
R dR

·
∥∥∥∂Rφ̃2,[µ,∞]

∥∥∥2

L2
R dR

(R.τ)



1
2

. ~
1
2

1
τδ · ‖φ1‖S̃ (n1) · ‖φ2‖S̃ (n2)

Large output frequency µ ≫ 1. Here in principle we intend to absorb the frequency weight µ
1
2
− δ

2 〈µ~2
1
〉δ+ 3

2

into the high frequency factor, which requires some care, due to the particular structure of ∂Rφ2. We quickly

dispose of the contribution of the resonant/root part via integration by parts: assuming φ2(R) = cn · φn(R),

n = 0,±1,

cnχξ≃µ
〈
φn3

(R; ξ), χR.τ∂Rφ1,≤µ · ∂Rφn(R)
〉

L2
R dR

= cnµ
−3 · χξ≃µ

〈
φn3

(R; ξ), H3
n3

(
χR.τ∂Rφ1,≤µ · ∂Rφn(R)

)〉
L2

R dR

,

where boundary terms at R = 0 play no role because |n3| ≫ 1 by assumption. Localize the term φ1,≤µ to

dyadic frequency ≃ λ . µ and write

H3
n3

(
χR.τ∂Rφ1,λ · ∂Rφn(R)

)
=

∑

i+ j+k=6

(
n3

R

)i

∂
j+1

R

(
φ1,λ

) · ∂k
R

(
χR.τ∂Rφn(R)

)
.

Then use Proposition 6.8, which gives (letting x1 be the Fourier variable for φ1)∥∥∥∥∥∥
(
n3

R

)i

∂
j+1

R

(
φ1,λ

) · ∂k
R

(
χR.τ∂Rφn(R)

)
∥∥∥∥∥∥

L2
R dR

.

(
λ

1
2 + λ

7
2

)
‖x1‖L2

dξ
, i + j ≤ 6,

and so we infer

|cn|
∥∥∥∥χξ≃µ〈φn3

(R; ξ), χR.τ∂Rφ1,≤µ · ∂Rφn(R)〉L2
R dR

∥∥∥∥
S
~3
1

. |cn| µ2+ δ
2 · µ−3 ·

(
λ

1
2 + λ

7
2

)
‖x1‖L2

dξ
(ξ1≃λ)

. |cn| ·
λ

µ
· ‖x1‖S ~1

0
(ξ1≃λ)

.

as long as we restrict λ & 1. It follows that

|cn|

∥∥∥∥∥∥∥∥

∑

µ&1

χξ≃µ
〈
φn3

(R; ξ), χR.τ∂Rφ1,1≤·≤µ · ∂Rφn(R)
〉

L2
R dR

∥∥∥∥∥∥∥∥
S
~3
1

. |cn|


∑

µ&1

∥∥∥∥∥χξ≃µ
〈
φn3

(R; ξ), χR.τ∂Rφ1,1≤·≤µ · ∂Rφn(R)
〉

L2
R dR

∥∥∥∥∥
2

S
~3
1



1
2

. |cn|


∑

µ&1


∑

1.λ.µ

λ

µ
· ‖x1‖S ~1

0
(ξ1≃λ)



2

1
2

. |cn| · ‖x1‖S ~1
0

≤ ‖φ1‖S̃ (n1)

0

· ‖φ2‖S̃ (n2)

0

.
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The case when φ1 is at frequency . 1 is easily handled by placing this factor into L∞
R dR

, we omit the details.

This reduces things to the contribution of the integral term, where we shall again have to perform some

integration by parts in the inner product for very large output frequencies & ~−2
3

. Assume henceforth that φ2

is given by the expression stated at the beginning of case (1.b).

(i): intermediate output frequencies 1 . µ . ~−2
3

. Here we have

∥∥∥∥χξ≃µ〈φn3
(R; ξ), χR.τ∂Rφ1,≤µ · ∂Rφ2,[µ,∞]〉L2

R dR

∥∥∥∥
S
~3
1

. ~
2−δ
3 µ

1
2−

δ
2

∑

λ≥µ

∥∥∥∂Rφ1,≤µ
∥∥∥

L∞
R dR

·
∥∥∥∂Rφ2,λ

∥∥∥
L2

R dR

.

where we can expand

∂Rφ2,λ = ∂R (φn(R)) ·
∫ R

0

[
φn(s)

]−1Dnφ2,λ(s) ds

+Dnφ2,λ(R), n = 0,±1.

Using Plancherel’s theorem for the distorted Fourier transform and the fact that λ ≥ µ & 1, we obtain (with

x2 denoting the Fourier transform of Dnφ2)

µ
1
2
− δ

2

∥∥∥Dnφ2,λ(R)
∥∥∥

L2
R dR

.

(
µ

λ

) 1
2
− δ

2 ‖x2‖S ~2
0

(ξ≃λ)
.

To bound the contribution of the integral term to ∂Rφ2,λ, we observe that in all cases n = 0,±1 we have

(under the hypothesis λ & µ & 1)

µ
1
2
− δ

2

∥∥∥∥∥∥∂R (φn(R)) ·
∫ R

0

[
φn(s)

]−1Dnφ2,λ(s) ds

∥∥∥∥∥∥
L2

R dR

.

(
µ

λ

) 1
2
− δ

2 ‖x2‖S ~2
0

(ξ≃λ)
.

In fact here we can restrict to the regime where s ≫ 1, since the other regime s . 1 is much more straight-

forward. So in this case we have sλ
1
2 ≫ 1 and we are in the oscillatory regime. As an example, for n = 0,

we first localize R to dyadic scale R ≃ ρ and then perform integration by parts to obtain

µ
1
2
− δ

2

∥∥∥∥∥∥∂Rφ0(R) ·
∫ R

1

χ
sξ

1
2 &1

χξ≃λφ0(s, ξ)x2(ξ)̃ρ0(ξ)dξds

∥∥∥∥∥∥
L2

RdR
(R≃ρ)

.

(
µ

λ

) 1
2
− δ

2 · λ−1−δ


∑

λ
− 1

2 .1.κ.ρ

(
κ

ρ

)
·
(
λ

1
2 κ

)−1


‖x2‖S ~2

0
(ξ≃λ)

.

(
µ

λ

) 1
2
− δ

2 ‖x2‖S ~2
0

(ξ≃λ)
.
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If we combine these bounds with the usual L∞-bound

~
2−δ
3

∥∥∥∂Rφ1,≤µ
∥∥∥

L∞
R dR

.

∥∥∥φ1

∥∥∥
S̃

(n1)

0

and to exploit orthogonality and the Cauchy-Schwarz inequality as usual to deduce the desired bound.

(ii): large output frequencies µ ≫ ~−2
3

. Here the weight used for the norm ‖ · ‖
S
~3
1

becomes

~3

(
µ~2

3

) 1
2
− δ

2
〈
µ~2

3

〉δ+ 3
2 ≃ ~3

(
µ~2

3

)2+ δ
2

We may again assume that

∂Rφ2,[µ,∞] = ∂R (φn(R)) ·
∫ R

0

[
φn(s)

]−1Dnφ2,[µ,∞](s) ds +Dnφ2,[µ,∞](R), n = 0,±1.

Substituting the second term on the right for ∂Rφ2,[µ,∞] leads to term that can be bounded directly via the

Plancherel’s theorem and Lemma 6.9:∥∥∥∥∥χξ≃µ
〈
φn3

(R; ξ), χR.τ∂Rφ1,≤µ · Dnφ2,[µ,∞](R)
〉

L2
R dR

∥∥∥∥∥
S
~3
1

. ~3(µ~2
3)2+ δ

2 ·
∥∥∥χR.τ∂Rφ1,≤µ

∥∥∥
L∞

R dR

·
∥∥∥Dnφ2,[µ,∞](R)

∥∥∥
L2

R dR

.

∑

λ≥µ

(
µ

λ

)2+ δ
2 ‖φ1‖S̃ (n1)

0

· ‖φ2‖S̃ (n2)

0
(ξ≃λ)

.

As for the contrition of the integral term to ∂Rφ2,[µ,∞] we perform integration by parts as needed: Setting

now

∂Rφ2,[µ,∞] = ∂R (φn(R)) ·
∫ R

0

[
φn(s)

]−1Dnφ2,[µ,∞](s) ds,

we write

χξ≃µ
〈
φn3

(R; ξ), χR.τ∂Rφ1,≤µ · ∂Rφ2,[µ,∞]

〉
L2

R dR

= µ−1χξ≃µ
〈
φn3

(R; ξ), Hn3

[
χR.τ∂Rφ1,≤µ · ∂Rφ2,[µ,∞]

]〉
L2

R dR

= µ−1χξ≃µ

〈
φn3

(R; ξ), Hn3

[
χR.τ∂Rφ1,≤µ · ∂R (φn(R))

]
·
(∫ R

0

[
φn(s)

]−1Dnφ2,[µ,∞](s) ds

)〉

L2
R dR

+ µ−1χξ≃µ
〈
φn3

(R; ξ), ∂R

(
χR.τ∂Rφ1,≤µ · ∂Rφn(R)

[
φn(R)

]−1 · Dnφ2,[µ,∞](R)
)〉

L2
R dR

(6.32)

The second term on the right can be bounded directly by using Plancherel’s Theorem for the cases n = 0,±1,

as well as Leibinz’ rule to expand things out more. Specifically, we have
∥∥∥∥∂R

(
χR.τ∂Rφ1,≤µ · ∂R (φn(R))

[
φn(R)

]−1
)
· Dnφ2,[µ,∞](R)

∥∥∥∥
L2

R dR

.

∥∥∥∥∂R

(
χR.τ∂Rφ1,≤µ · ∂R (φn(R))

[
φn(R)

]−1
)∥∥∥∥

L∞
R dR

·
∥∥∥Dnφ2,[µ,∞](R)

∥∥∥
L2

R dR
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. ~
−4−δ
1 ‖φ1‖S̃ (n1)

0

·


∑

λ≥µ
λ−2− δ

2

∥∥∥φ2,λ

∥∥∥
S̃

(n2)

0
(ξ≃λ)

 ,

where we have also taken advantage of Lemma 6.9. Further, we have
∥∥∥∥χR.τ∂Rφ1,≤µ · ∂R (φn(R))

[
φn(R)

]−1 · ∂R

(
Dnφ2,[µ,∞](R)

)∥∥∥∥
L2

R dR

.

∥∥∥χR.τ∂Rφ1,≤µ · ∂R (φn(R))
[
φn(R)

]−1
∥∥∥

L∞
R dR

·
∥∥∥∥∂R

(
Dnφ2,[µ,∞](R)

)∥∥∥∥
L2

R dR

. ~
−4−δ
1 ‖φ1‖S̃ (n1)

0

·


∑

λ≥µ
λ−

3
2−

δ
2

∥∥∥φ2,λ

∥∥∥
S̃

(n2)

0
(ξ≃λ)



Keeping in mind orthogonality, we can the estimate the contribution of the second term on the right in (6.32)

to the ‖ · ‖
S
~3
1

-norm by


∑

µ&~−2
3

~3(µ~2
3)2+ δ

2 · µ−1
~
−4−δ
1 ‖φ1‖S̃ (n1)

0

·


∑

λ≥µ
λ−

3
2
− δ

2

∥∥∥φ2,λ

∥∥∥
S̃

(n2)

0
(ξ∼λ)





2


1
2

. ~
1
2

3
‖φ1‖S̃ (n1)

0

·


∑

µ&~−2
3

∑

λ≥µ

(
µ

λ

) 1
2 ∥∥∥φ2,λ

∥∥∥2

S̃
(n2)

0
(ξ≃λ)



1
2

. ~
1
2

3
‖φ1‖S̃ (n1)

0

· ‖φ2‖S̃ (n2)

0

,

which is better than the bound we are striving to establish.

As for the contribution of the first term in (6.32), this requires another application of integration by parts.

In fact, we can write

µ−1χξ≃µ

〈
φn3

(R; ξ), Hn3

[
χR.τ∂Rφ1,≤µ · ∂R (φn(R))

]
·
(∫ R

0

[
φn(s)

]−1Dnφ2,[µ,∞](s) ds

)〉

L2
R dR

= µ−2χξ≃µ

〈
φn3

(R; ξ), H2
n3

[
χR.τ∂Rφ1,≤µ · ∂R (φn(R))

]
·
(∫ R

0

[
φn(s)

]−1Dnφ2,[µ,∞](s) ds

)〉

L2
R dR

+ µ−2χξ≃µ
〈
φn3

(R; ξ), ∂R

(
Hn3

[
χR.τ∂Rφ1,≤µ · ∂R (φn(R))

] [
φn(R)

]−1 · Dnφ2,[µ,∞](R)
)〉

L2
R dR

.

Here both terms on the right can be bounded directly. The second term is analogous (with the same exponent

~
−4−δ
1

) to the second term in (6.32) and hence omitted, while for the first term we use (with α−1 = 1, α0 =

2, α1 = 3).
∥∥∥∥〈R〉αn H2

n3

[
χR.τ∂Rφ1,≤µ · ∂R (φn(R))

]∥∥∥∥
L2

R dR

. ~
−5−δ
1 ‖φ1‖S̃ (n1)

0

,
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∥∥∥∥∥∥〈R〉
−αn

∫ R

0

[
φn(s)

]−1Dnφ2,[µ,∞](s) ds

∥∥∥∥∥∥
L∞

R dR

. µ−1 ‖φ2‖S̃ (n2)

0

,

where for the first bound we again take advantage of Proposition 6.7 and Lemma 6.9. These bounds imply
∥∥∥∥∥∥∥
µ−2χξ≃µ

〈
φn3

(R; ξ), H2
n3

[
χR.τ∂Rφ1,≤µ · ∂R (φn(R))

]
·
(∫ R

0

[
φn(s)

]−1Dnφ2,[µ,∞](s) ds

)〉

L2
R dR

∥∥∥∥∥∥∥
S
~3
1

. ~
5+δ
3 µ2+ δ

2

·
∥∥∥∥∥∥∥
µ−2χξ≃µ

〈
φn3

(R; ξ), H2
n3

[
χR.τ∂Rφ1,≤µ · ∂R (φn(R))

]
·
(∫ R

0

[
φn(s)

]−1Dnφ2,[µ,∞](s) ds

)〉

L2
R dR

∥∥∥∥∥∥∥
L2

dξ

. ~
δ
3µ
−(1− δ2 ) ·

∥∥∥φ1

∥∥∥
S̃

(n1)

0

·
∥∥∥φ2

∥∥∥
S̃

(n2)

0

,

and this can be summed over dyadic µ & ~−2
3

. This finally concludes the estimate for case (1.b).

(2): ξ ≥ max{ξ1, ξ2}. This is again completely analogous to (2) in the proof of Proposition 6.10, taking

advantage of Proposition 6.12 as well as repeated integrations by parts as in the preceding case, and hence

omitted here.

Proof of (6.31). We start with the case when the output frequency ξ dominates the two input frequencies

ξ1,2, which corresponded to the case (2) in the preceding argument.

In order to define P3, we formally expand the product χR.τ∂Rφ1 · ∂Rφ2 in a Taylor series around R = 0 and

stop at order three terms. For this we expand (observe that we do not include a cutoff here)

φ1(R) = c

∫ ∞

0

(
Rξ

1
2

)|n1 |∓1

1 +
∑

j≥1

φ j(R
2) ·

(
R2ξ

) j

 x1(ξ)ρ̃n1
(ξ) dξ,

provided φ1 is an angular momentum n1 function with |n1| ≥ 2, while if |n1| = 1, 0, we use an analogous

formula at the level of D jφ1(R), j = 0, ±1, which gets then inserted into the formula giving φ1(R) in terms

of
(
c j, D jφ1(R)

)
. Keeping track only of terms up to order R3, we easily infer the bound (6.30). Now write

the bad term corresponding to the case (2) from before as
∑

λ

χξ≃λ
〈
φn3

(R; ξ), χR.τ∂Rφ1,≪λ · ∂Rφ2,≪λ − χR.1P3(R)
〉

L2
R dR

=
∑

λ

χξ≃λ

〈
χ

Rξ
1
2 &1

φn3
(R; ξ), χR.τ∂Rφ1,≪λ · ∂Rφ2,≪λ − χR.1P3(R)

〉

L2
R dR

+
∑

λ

χξ≃λ

〈
χ

Rξ
1
2 .1

φn3
(R; ξ), χR.τ∂Rφ1,≪λ · ∂Rφ2,≪λ − χR.1P3(R)

〉

L2
R dR

(6.33)

Observe that we no longer keep careful track of the ~3-dependence, since n3 = O(1) now, and similarly for

all other angular momenta.

To deal with the first term on the right of (6.33), observe that we can replace the cutoff χR.τ by χR.1,

since including a cutoff χ1.R.τ the resulting term can be handled like (2) in the proof of Proposition 6.10
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via integration by parts without incurring problematic boundary terms. Assuming for simplicity that both

factors φ1,2 are angular momentum n j functions with |n j| ≥ 2, j = 1, 2, we can then schematically write

χR.1∂Rφ1,≪λ · ∂Rφ2,≪λ − χR.1P3(R) =
∑

j=1,2

X j − χR.1P̃3(R)

X1 = χR.1

∑

i+ j≥4


∫ ∞

0

χ
Rξ

1
2
1
.1

(Rξ
1
2

1
)i

1 +
∑

k≥1

φk(R)(Rξ
1
2

1
)k

 ξ
1
2

1
χξ1≪λx1(ξ1)ρ̃n1

(ξ1) dξ1



·

∫ ∞

0

χ
Rξ

1
2
2
.1

(Rξ
1
2

2
) j

1 +
∑

l≥1

φl(R)(Rξ
1
2

2
)l

 ξ
1
2

2
χξ2≪λx2(ξ2)ρ̃n2

(ξ2) dξ2



X2 = χR.1

(∫ ∞

0

χ
Rξ

1
2
1
&1
∂Rφn1

(R; ξ1)χξ1≪λx1(ξ1)ρ̃n1
(ξ1) dξ1

)

·
(∫ ∞

0

∂Rφn2
(R; ξ2)χξ2≪λx2(ξ2)ρ̃n2

(ξ2) dξ2

)

+ χR.1

(∫ ∞

0

χ
Rξ

1
2
1
.1
∂Rφn1

(R; ξ1)χξ1≪λx1(ξ1)ρ̃n1
(ξ1) dξ1

)

·
(∫ ∞

0

χ
Rξ

1
2
2
&1
∂Rφn2

(R; ξ2)χξ2≪λx2(ξ2)ρ̃n2 (ξ2) dξ2

)

where the functions φl,k(R) in the definition of X1 satisfy bounds stated in Lemma 2.34. Furthermore, we

can write schematically

P̃3(R) =
∑

i+ j≤3

Ci, j

(∫ ∞

0

χ
Rξ

1
2
1
&1

(
Rξ

1
2

1

)i

ξ
1
2

1
x1(ξ1)ρ̃n1

(ξ1) dξ1

)
·
(∫ ∞

0

(
Rξ

1
2

2

) j

ξ
1
2

2
x2(ξ2)ρ̃n2

(ξ2) dξ2

)

+
∑

i+ j≤3

Ci, j

(∫ ∞

0

χ
Rξ

1
2
1
.1

(
Rξ

1
2

1

)i

ξ
1
2

1
x1(ξ1)ρ̃n1

(ξ1) dξ1

)
·
(∫ ∞

0

χ
Rξ

1
2
2
&1

(
Rξ

1
2

2

) j

ξ
1
2

2
x2(ξ2)ρ̃n2

(ξ2) dξ2

)

+ . . . ,

and where the terms denoted by . . . refer to similar products for Rξ
1
2

1
. 1,Rξ

1
2

2
. 1 where at least one cutoff

χξ1,2&λ is included into one of the factors.

Then we handle their contribution to the first term on the right of (6.33) as follows: for the contribution of

X1, i.e. the term ∥∥∥∥∥∥∥
∑

λ

χξ≃λ

〈
χ

Rξ
1
2 &1

χR≃κφn3
(R; ξ), X1

〉

L2
R dR

∥∥∥∥∥∥∥
S
~3
1

,

localize R to dyadic size κ & λ−
1
2 . Exploiting the oscillatory nature of χ

Rξ
1
2 &1

φn3
(R; ξ) from Lemma 4.36,

Proposition 4.37 and their analogues for negative n, and performing integration by parts with respect to

R, we gain

(
1

λ
1
2 κ

)N

. Then localizing the frequencies ξ1,2 to dyadic values µ1,2 ≪ λ, and calling X1,µ1,2
the
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corresponding contribution to X1, we have
∥∥∥∥∥∥χξ≃λ

〈
χ

Rξ
1
2 &1

χR≃κφn3
(R; ξ), X1,µ1,2

〉

L2
R dR

∥∥∥∥∥∥
S
~3
1

. λ
1
2
− δ

2 〈λ〉 3
2
+δ

∥∥∥∥∥∥χξ≃λ
〈
χ

Rξ
1
2 &1

χR≃κφn3
(R; ξ), X1,µ1,2

〉

L2
R dR

∥∥∥∥∥∥
L2

dξ

. λ1− δ
2 〈λ〉 3

2
+δ

∥∥∥∥∥∥χξ≃λ
〈
χ

Rξ
1
2 &1

χR∼κφ(R; ξ, ~3), X1,µ1,2

〉

L2
R dR

∥∥∥∥∥∥
L∞

dξ

,

and further for fixed ξ ≃ λ we have, by Lemma 4.36 and the profile of X1,
∣∣∣∣∣∣
〈
χ

Rξ
1
2 &1

χR≃κφn3
(R; ξ), X1,µ1,2

〉

L2
R dR

∣∣∣∣∣∣

.
κ6

(
λ

1
2 κ

)N
·

µ
1
2
− δ

2

1

µ
δ
2

2

〈µ2〉
3
2
+δ
+ µ

1
2
− δ

2

2

µ
δ
2

1

〈µ1〉
3
2
+δ


∏

j=1,2

∥∥∥x j

∥∥∥
S
~ j

0
(ξ j≃µ j)

Summing over κ & λ−
1
2 we obtain

∑

κ&λ

κ6

(
λ

1
2 κ

)N

µ
1
2
− δ

2

1

µ
δ
2

2

〈µ2〉
3
2
+δ
+ µ

1
2
− δ

2

2

µ
δ
2

1

〈µ1〉
3
2
+δ

 ·
∏

j=1,2

∥∥∥x j

∥∥∥
S
~ j

0
(ξ j≃µ j)

.

µ
1
2
− δ

2

1

µ
δ
2
2

〈µ2〉
3
2
+δ
+ µ

1
2
− δ

2

2

µ
δ
2
1

〈µ1〉
3
2
+δ

λ3

∏

j=1,2

∥∥∥x j

∥∥∥
S
~ j

0
(ξ j≃µ j)

.

Combining with the inequality further above we obtain

∥∥∥∥∥∥χξ≃λ
〈
χ

Rξ
1
2 &1

φn3
(R; ξ), X1,µ1,2

〉

L2
R dR

∥∥∥∥∥∥
S
~3
1

.

µ
1
2
− δ

2

1

µ
δ
2
2

〈µ2〉δ + µ
1
2
− δ

2

2

µ
δ
2
1

〈µ1〉δ

λ
1
2
− δ

2

∏

j=1,2

∥∥∥x j

∥∥∥
S
~ j

0
(ξ j∼µ j)

provided λ & 1. Finally, exploiting orthogonality and Cauchy-Schwarz inequality, we infer that

∥∥∥∥∥∥
〈
χ

Rξ
1
2 &1

φn3
(R; ξ), X1,µ1,2

〉

L2
R dR

∥∥∥∥∥∥
S
~3
1

(ξ&1)

.


∑

λ

∥∥∥∥∥χξ≃λ〈χRξ
1
2 &1

φn3
(R; ξ), X1,µ1,2

〉L2
R dR

∥∥∥∥∥
2

S
~3
1



1
2

.

2∏

j=1

∥∥∥φ j

∥∥∥
S̃

(n j) .

The estimate for low output frequencies ξ . 1 is much easier due to the restriction on R in the definition of

X1 and omitted here.

The contribution of the term X2 to the first term on the right hand side in (6.33) is handled similarly, except

that now one has to use the oscillatory expansion for χ
Rξ

1
2
1
&1
φn1

(R; ξ1) and the other oscillatory terms and

combine the phases with the one of χ
Rξ

1
2 &1

φn3
(R; ξ) before performing integration by parts. We omit the
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similar details.

In order to complete the estimate for the first term on the right hand side of (6.33), it thus suffices to deal

with the contribution of χR.1P̃3(R). We observe right away that the restrictions Rξ
1
2 & 1, R . 1 imply ξ & 1.

Consider the first term in the definition of P̃3(R), and call this P̃
(1)

3
(R). Further localise the frequencies of

the two factors to dyadic size µ1,2, respectively, resulting in P̃
(1)

3,µ1,2
(R). Then we bound for κ & µ

− 1
2

1

∣∣∣∣∣∣χξ≃λ
〈
χ

Rξ
1
2 &1

φn3
(R; ξ), χR≃κχR.1P̃

(1)

3,µ1,2
(R)

〉

L2
R dR

∣∣∣∣∣∣

.

∑

i+ j≤3

κ2+i+ j

(λ
1
2 κ)N

·
∣∣∣∣∣
∫ ∞

0

χξ1≃µ1
ξ

1+i
2

1
x1(ξ1)ρ̃n1

(ξ1) dξ1

∣∣∣∣∣ ·
∣∣∣∣∣
∫ ∞

0

χξ2≃µ2
ξ

1+ j

2

2
x2(ξ2)ρ̃n2 (ξ2) dξ2

∣∣∣∣∣ .

The integrals are easily bounded by

∣∣∣∣∣
∫ ∞

0

χξ1≃µ1
ξ

1+i
2

1
x1(ξ1)ρ̃n1

(ξ1) dξ1

∣∣∣∣∣ .
µ
δ
2

1

〈µ1〉δ
· 〈µ1〉−

3
2
+ i

2 · ‖x1‖S ~1
0

(ξ1∼µ1)
,

∣∣∣∣∣
∫ ∞

0

χξ2≃µ1
ξ

1+ j
2

2
x2(ξ2)ρ̃n2 (ξ2) dξ2

∣∣∣∣∣ .
µ
δ
2

2

〈µ2〉δ
· 〈µ2〉−

3
2
+

j

2 · ‖x2‖S ~1
0

(ξ2∼µ2)
.

We conclude that

∑

κ&λ
− 1

2

∣∣∣∣∣∣χξ≃λ
〈
χ

Rξ
1
2 &1

φn3
(R; ξ), χR≃κχR.1P̃

(1)

3,µ1,2
(R)

〉

L2
R dR

∣∣∣∣∣∣

. λ−1− 3
2 ·

(
µ1

λ

)N′

·
µ
δ
2

1

〈µ1〉δ
· 〈µ1〉−

3
2
+ i

2

µ
δ
2

2

〈µ2〉δ
· 〈µ2〉−

3
2
+

j

2 ·
∏

k=1,2

‖xk‖S ~k
0

(ξk≃µk)

Finally, we infer
∥∥∥∥∥∥χξ≃λ

〈
χ

Rξ
1
2 &1

φn3
(R; ξ), χR.1P̃

(1)

3,µ1,2
(R)

〉

L2
R dR

∥∥∥∥∥∥
S
~3
1

. λ
1
2
− δ

2 〈λ〉 3
2
+δ

∥∥∥∥∥∥χξ≃λ
〈
χ

Rξ
1
2 &1

φn3
(R; ξ), χR.1P̃

(1)

3,µ1,2
(R)

〉

L2
R dR

∥∥∥∥∥∥
L2

dξ

. λ1− δ2 〈λ〉 3
2+δ

∥∥∥∥∥∥χξ≃λ
〈
χ

Rξ
1
2 &1

φn3
(R; ξ), χR.1P̃

(1)

3,µ1,2
(R)

〉

L2
R dR

∥∥∥∥∥∥
L∞

dξ

whence using the preceding bound we get
∥∥∥∥∥χξ≃λ〈χRξ

1
2 &1

φn3
(R; ξ), χR.1P̃

(1)

3,µ1,2
(R)〉L2

R dR

∥∥∥∥∥
S
~3
1
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.

(
µ1

λ

)N′

· (λµ1)
δ
2

〈µ1〉δ
·
µ
δ
2

2

〈µ2〉δ
·
∏

k=1,2

‖xk‖S ~k
0

(ξk≃µk)
.

But then exploiting orthogonality and the Cauchy-Schwarz inequality as usual we infer (here P̃
(1)

3,≪λ,≪λ(R) is

the term arising from P̃
(1)

3
after restricting both factors to frequency ≪ λ)

∥∥∥∥∥∥∥
∑

λ

〈
χξ≃λχ

Rξ
1
2 &1

φ(R; ξ, ~3), χR.1P̃
(1)

3,≪λ,≪λ(R)

〉

L2
R dR

∥∥∥∥∥∥∥
S

(~3)

1

.


∑

λ


∑

µ1,2≪λ

∥∥∥∥∥∥
〈
χ

Rξ
1
2 &1

φn3
(R; ξ), χR.1P̃

(1)

3,µ1,2
(R)

〉

L2
R dR

∥∥∥∥∥∥
S
~3
1

(ξ≃λ)



2


1
2

.


∑

λ

∑

µ1,2≪λ

(
µ1

λ

)N′

· (λµ1)
δ
2

〈µ1〉δ
·
µ
δ
2

2

〈µ2〉δ
·
∏

k=1,2

‖xk‖2
S
~k
0

(ξk≃µk)



1
2

.

∏

k=1,2

‖xk‖S ~k
0

This still leaves the contribution of

χR.1[P̃
(1)

3
(R) − P̃

(1)

3,≪λ,≪λ(R)]

to be bounded, which will be done like below, when treating the contribution of the final term constituting

P̃3(R). The second term in the decomposition of P̃3(R) is handled analogously to the first, and so we only

need to bound the contribution of the last term, P̃
(3)

3
(R) to finish the bound for the first term on the right of

(6.33). This contribution is then given by2

∑

i+ j≤3

Ci, j

∑

λ

〈
χξ≃λχ

Rξ
1
2 &1

φn3
(R; ξ), χR.1

(∫ ∞

0

(
Rξ

1
2

1

)i

χξ1&λξ
1
2

1
x1(ξ1)ρ̃n1

(ξ1) dξ1

)

·
(∫ ∞

0

(
Rξ

1
2

2

) j

ξ
1
2

2
x2(ξ2)ρ̃n2

(ξ2) dξ2

) 〉
L2

R dR

.

Then we use the integral bounds (for i + j ≤ 3)

∣∣∣∣∣
∫ ∞

0

ξ
i+1
2

1
χξ1&λx1(ξ1)ρ̃n1

(ξ1) dξ1

∣∣∣∣∣ .
∑

µ&λ

µ−
3
2
− δ

2µ
i
2 · ‖x1‖S ~1

0
(ξ≃µ)

,

∣∣∣∣∣
∫ ∞

0

ξ
j+1
2

2
x2(ξ2)ρ̃n1

(ξ2) dξ2

∣∣∣∣∣ . ‖x2‖S ~2
0

,

2In addition there is a similar term with the roles of x1, x2 interchanged.
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and so localizing R to κ . 1, κ & λ−
1
2 , we infer after repeated integrations by parts (denoting by A

i, j

λ
(R) the

product of the two integrals in the long expression above)
∣∣∣∣∣〈χξ≃λχRξ

1
2 &1

φn3
(R; ξ), χR≃κA

i, j

λ
(R)〉L2

R dR

∣∣∣∣∣

.
κ2+i+ j

(λ
1
2 κ)N

·


∑

µ&λ

µ−
3
2−

δ
2µ

i
2 · ‖x1‖S ~1

0
(ξ≃µ)

 · ‖x2‖S ~2
0

,

whence summing over κ

∑

λ
− 1

2 .κ.1

∣∣∣∣∣∣
〈
χξ≃λχ

Rξ
1
2 &1

φn3
(R; ξ), χR≃κA

i, j

λ
(R)

〉

L2
R dR

∣∣∣∣∣∣

. λ−1− 3
2 ·


∑

µ&λ

µ−
3
2
− δ

2µ
i
2 · ‖x1‖S ~1

0
(ξ≃µ)

 · ‖x2‖S ~2
0

.

Finally, we infer
∥∥∥∥∥∥∥∥

∑

i+ j≤3

Ci, j

∑

λ

〈χξ≃λχ
Rξ

1
2 &1

φn3
(R; ξ), χR.1A

i, j

λ
(R)〉L2

R dR

∥∥∥∥∥∥∥∥
S
~3
1

.

∑

i+ j≤3


∑

λ&1

∥∥∥∥∥〈χξ≃λχRξ
1
2 &1

φn3
(R; ξ), χR.1A

i, j

λ
(R)〉L2

R dR

∥∥∥∥∥
2

S
~3
1



1
2

.

∑

i+ j≤3


∑

λ&1

λ
1− δ

2 〈λ〉 3
2
+δ

∥∥∥∥∥∥
〈
χξ≃λχ

Rξ
1
2 &1

φn3
(R; ξ), χR.1A

i, j

λ
(R)

〉

L2
R dR

∥∥∥∥∥∥
L∞

dξ



2


1
2

,

and the preceding expression can be bounded by

∑

i+ j≤3


∑

λ&1

λ
1− δ2 〈λ〉 3

2+δ

∥∥∥∥∥∥
〈
χξ≃λχ

Rξ
1
2 &1

φn3
(R; ξ), χR.1A

i, j

λ
(R)

〉

L2
R dR

∥∥∥∥∥∥
L∞

dξ



2


1
2

.


∑

λ&1


∑

µ&λ

(
λ

µ

)δ
· ‖x1‖S ~1

0
(ξ≃µ)



2


1
2

‖x2‖S ~2
0

.

∏

j=1,2

∥∥∥x j

∥∥∥
S
~ j

0

.

This finally concludes the bound for the first term on the right hand side of (6.33), provided that both fac-

tors φ1,2 are angular momentum n j-functions with |n j | ≥ 2. The case |n j| < 2 for at least one j is handled

similarly and omitted.

As for the second term on the right hand side of (6.33), here we have to take advantage of the high degree

of vanishing of the expression in the inner product at R = 0, as well as the shortness of the interval of
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integration. To begin with we can reduce χR.τ∂Rφ1,≪λ · ∂Rφ2,≪λ to χR.1∂Rφ1,≪λ · ∂Rφ2,≪λ. In light of the

cutoff χ
Rξ

1
2 .1

in the second term in (6.33), this further localization is automatic if ξ & 1. Thus consider now

∑

λ.1

χξ≃λ

〈
χ

Rξ
1
2 .1

φn3
(R; ξ), χ1.R.τ∂Rφ1,≪λ · ∂Rφ2,≪λ

〉

L2
R dR

We shall again assume for simplicity that both factors φ1,2 are angular momentum n j functions with |n j | ≥ 2,

the remaining cases being dealt with similarly. A straightforward sharpening of Lemma 6.9 furnishes the

bounds
∣∣∣∂Rφ1,µ1

∣∣∣ . µ
δ
2

1
‖x1‖S ~1

0
(ξ1≃µ1)

,
∣∣∣∂Rφ2,≪λ

∣∣∣ . ‖x2‖S ~2
0

,

and so we infer ∥∥∥∥∥∥χξ≃λ
〈
χ

Rξ
1
2 .1

φn3
(R; ξ), χ1.R.τ∂Rφ1,≪λ · ∂Rφ2,≪λ

〉

L2
R dR

∥∥∥∥∥∥
S
~3
1

.

∑

µ1≪λ
λ1− δ

2 · λ−1 ·
∥∥∥∂Rφ1,µ1

· ∂Rφ2,≪λ
∥∥∥

L∞
R dR

.

∑

µ1≪λ

(
µ

λ

) δ
2 ‖x1‖S ~1

0
(ξ1≃µ1)

· ‖x2‖S ~2
0

.

Square-summing over λ yields the desired bound upon applying Cauchy-Schwarz and orthogonality.

It follows that its suffices to bound∥∥∥∥∥∥∥
∑

λ

χξ≃λ

〈
χ

Rξ
1
2 .1

φn3
(R; ξ), χR.1

[
∂Rφ1,≪λ · ∂Rφ2,≪λ − P3(R)

]〉

L2
R dR

∥∥∥∥∥∥∥
S
~3
1

.

Observe that in the inner product the factors ∂Rφ j,≪λ are automatically in the non-oscillatory regime due to

the restrictions on their frequencies and the cutoff χ
Rξ

1
2 .1

. Thus we can write

χξ≃λχ
Rξ

1
2 .1

χR.1

[
∂Rφ1,≪λ · ∂Rφ2,≪λ − P3(R)

]
= X3 + P̃4,

where we can write schematically

X3 = χR.1χξ≃λχ
Rξ

1
2 .1

∑

i+ j≥4


∫ ∞

0

(Rξ
1
2

1
)i

1 +
∑

k≥1

φk(R)(Rξ
1
2

1
)k

 ξ
1
2

1
χξ1≪λx1(ξ1)ρ̃n1

(ξ1) dξ1



·

∫ ∞

0

(Rξ
1
2

2
) j

1 +
∑

l≥1

φl(R)(Rξ
1
2

2
)l

 ξ
1
2

2
χξ2≪λx2(ξ2)ρ̃n2

(ξ2) dξ2



as well as

P̃4 =
∑

i+ j≤3

Ci, j

(∫ ∞

0

χξ1&λ

(
Rξ

1
2

1

)i

ξ
1
2

1
x1(ξ1)ρ̃n1

(ξ1) dξ1

)
·
(∫ ∞

0

(
Rξ

1
2

2

) j

ξ
1
2

2
x2(ξ2)ρ̃n2

(ξ2) dξ2

)
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+
∑

i+ j≤3

Ci, j

(∫ ∞

0

χξ1.λ

(
Rξ

1
2

1

)i

ξ
1
2

1
x1(ξ1)ρ̃n1

(ξ1) dξ1

)
·
(∫ ∞

0

χξ2&λ

(
Rξ

1
2

2

) j

ξ
1
2

2
x2(ξ2)ρ̃n2

(ξ2) dξ2

)
.

We bound the contributions of X3, P̃4 as follows:

Contribution of X3: First, the low frequencies λ . 1 are handled as follows. Localizing the variable x1(ξ1)

to dyadic frequency µ1 ≪ λ, and calling the resulting expression X3,µ1
, we get

∣∣∣∣∣∣χξ≃λ
〈
χ

Rξ
1
2 .1

φn3
(R; ξ), χR.1X3,µ1

〉

L2
R dR

∣∣∣∣∣∣ . λ
−1 ·

∥∥∥χR.1X3,µ1

∥∥∥
L∞

R dR

. λ−1µ
δ
2

1
‖x1‖S ~1

0
(ξ1≃µ1)

· ‖x2‖S ~2
0

.

From here we conclude that
∥∥∥∥∥∥χξ≃λ

〈
χ

Rξ
1
2 .1

φn3
(R; ξ), χR.1X3,µ1

〉

L2
R dR

∥∥∥∥∥∥
S
~3
1

. λ1− δ
2

∥∥∥∥∥∥χξ≃λ
〈
χ

Rξ
1
2 .1

φn3
(R; ξ), χR.1X3,µ1

〉

L2
R dR

∥∥∥∥∥∥
L∞

dξ

.

(
µ1

λ

) δ
2 · ‖x1‖S ~1

0
(ξ1≃µ1)

· ‖x2‖S ~2
0

.

Square-summing over λ and invoking the Cauchy-Schwarz inequality as usual gives the desired bound. For

high frequencies λ & 1, we take advantage of the high degree of vanishing at R = 0 of X3: specifically,

localising the frequencies of the factors to µ1,2 ≪ λ as well as fixing i, j for simplicity and calling the

resulting expression X
(i, j)

3,µ1,2
, we get the poitnwise bound

∣∣∣∣∣∣χξ≃λ
〈
χ

Rξ
1
2 .1

φn3
(R; ξ), χR.1X

(i, j)

3,µ1,2

〉

L2
R dR

∣∣∣∣∣∣

. λ−1− i+ j

2 · µmax{ i−3
2
− δ

2
,0}

1
· µmax{ j−3

2
− δ

2
,0}

2
·
∏

k=1,2

‖xk‖S ~k
0

(ξk≃µk)

whence
∥∥∥∥∥∥χξ≃λ

〈
χ

Rξ
1
2 .1

φn3
(R; ξ), χR.1X

(i, j)

3,µ1,2

〉

L2
R dR

∥∥∥∥∥∥
S
~3
1

. λ
3
2
+ δ

2
− i+ j

2 · µmax{ i−3
2
− δ

2
,0}

1
· µmax{ j−3

2
− δ

2
,0}

2
·
∏

k=1,2

‖xk‖S ~k
0

(ξk≃µk)
,

where we keep the condition i+ j ≥ 4 in mind. Square-summing over λ & 1 and exploiting simple orthogonal

arguments, the desired bound easily follows.

As for the contribution of P̃4, where we only treat the first line, the second being more of the same, we get

smallness from the large frequencies inside at least one of the factors in this expression. Using that i+ j ≤ 3,

and fixing i, j as well as the frequency ξ1 ≃ µ1 in the first factor, which results in P̃
(i, j)

4,µ1
, we can bound, for
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large frequencies λ & 1,∣∣∣∣∣∣χξ≃λ
〈
χ

Rξ
1
2 .1

φn3
(R; ξ), P̃

(i, j)

4,µ1

〉

L2
R dR

∣∣∣∣∣∣ . λ
−1− i

2 · µ−( 3
2
− i

2
+ δ

2
)

1
· ‖x1‖S ~1

0
(ξ1≃µ1)

‖x2‖S ~2
0

.

This in turn implies that
∥∥∥∥∥∥χξ≃λ

〈
χ

Rξ
1
2 .1

φn3
(R; ξ), P̃

(i, j)

4,µ1

〉

L2
R dR

∥∥∥∥∥∥
S
~3
1

.

(
λ

µ1

)( 3
2−

i
2+

δ
2 )

· ‖x1‖S ~1
0

(ξ1≃µ1)
‖x2‖S ~2

0

.

But from here, keeping in mind that i ≤ 3, we infer that


∑

λ&1

∥∥∥∥∥∥∥∥

∑

µ1&λ

χξ≃λ

〈
χ

Rξ
1
2 .1

φn3
(R; ξ), P̃

(i, j)

4,µ1

〉

L2
R dR

∥∥∥∥∥∥∥∥

2

S
~3
1



1
2

.

∏

k=1,2

‖xk‖S ~k
0

.

For small frequencies λ . 1, we distinguish two cases µ1 . 1 and µ1 & 1. For the first case, we have∣∣∣∣∣∣χξ≃λ
〈
χ

Rξ
1
2 .1

φn3
(R; ξ), P̃

(i, j)

4,µ1

〉

L2
R dR

∣∣∣∣∣∣ . µ
δ
2

1
· ‖x1‖S ~1

0
(ξ1≃µ1)

‖x2‖S ~2
0

,

which implies ∥∥∥∥∥∥χξ≃λ
〈
χ

Rξ
1
2 .1

φn3
(R; ξ), P̃

(i, j)

4,µ1

〉

L2
R dR

∥∥∥∥∥∥
S
~3
1

. λ1− δ
2µ

δ
2

1
· ‖x1‖S ~1

0
(ξ1≃µ1)

‖x2‖S ~2
0

.

Then a routing argument gives the desired result. For the second case where µ1 & 1, we have∣∣∣∣∣∣χξ≃λ
〈
χ

Rξ
1
2 .1

φn3
(R; ξ), P̃

(i, j)

4,µ1

〉

L2
R dR

∣∣∣∣∣∣ . µ
−( 3

2
− i

2
+ δ

2 )
1

· ‖x1‖S ~1
0

(ξ1≃µ1)
‖x2‖S ~2

0

,

which implies∥∥∥∥∥∥χξ≃λ
〈
χ

Rξ
1
2 .1

φn3
(R; ξ), P̃

(i, j)

4,µ1

〉

L2
R dR

∥∥∥∥∥∥
S
~3
1

. λ1− δ
2µ
−( 3

2
− i

2
+ δ

2 )
1

· ‖x1‖S ~1
0

(ξ1≃µ1)
‖x2‖S ~2

0

.

Again a routing argument gives the desired result.

Now we turn to the case when ξ1 ≤ ξ ≤ ξ2. Reviewing the argument handling the case |n3| ≫ 1, there are

two places where we used the integration by parts regarding the operator Hn3
. The first place is when we

handle the contribution from

χξ≃µ
〈
φn3

(R, ξ), χR.τ∂Rφ1,≤µ · ∂Rφn(R)
〉

L2
RdR

.

Note that if the vanishing order at R = 0 of ∂Rφ1,≤µ is greater or equal to 4, then we can still perform the

integration by parts argument. If the vanishing order is less or equal to 3, then we can follow the argument

estimating the contribution from

χξ≃µ
〈
φn3

(R, ξ), χR.1P̃3(R)
〉

L2
RdR

.

The other place where we used the integration by parts argument is when estimate the contribution from

χξ≃µ
〈
φn3

(R, ξ), χR.τ∂Rφ1,≤µ · ∂Rφ2,[µ,∞]

〉
L2

RdR

,
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where, with n = 0,±1,

∂Rφ2,[µ,∞] = ∂R (φn(R)) ·
∫ R

0

[
φn(s)

]−1Dnφ2,[µ,∞](s) ds.

Note that the vanishing order at R = 0 in the expression χξ≃µ
〈
φn3

(R, ξ), χR.1P̃3(R)
〉

L2
RdR

is at least of O(R
9
2 ),

which is enough for integration by parts regarding Hn3
twice, as for the |n3| ≫ 1 case. This completes the

proof of the proposition. �

In order to bound the quadratic “null-forms” arising in the nonlinearity, we also need to deal with the terms

involving temporal derivatives, which in terms of the (τ,R)-coordinates involve the operator ∂τ +
λτ
λ

R∂R. In

order to understand the effect of this operator on the exceptional low angular momentum terms, it is useful

to determine the effect of this operator on the expressions in (6.21), (6.23), (6.25). Letting n = 0,±1, we get

(now the function φ also depends on τ)

(
∂τ +

λτ

λ
R∂R

) (
cn(τ)φn(R) + φn(R) ·

∫ R

0

[
φn(s)

]−1Dnφ(τ, s) ds

)

= c′n(τ)φn(R) + cn(τ)
λτ

λ
R∂Rφn(R) +

λτ

λ
(R∂Rφn(R)) ·

∫ R

0

[
φn(s)

]−1Dnφ(τ, s) ds

+
λτ

λ
RDnφ(τ,R) + φn(R) ·

∫ R

0

[
φn(s)

]−1
∂τ (Dnφ(τ, s)) ds.

(6.34)

Here in light of the explicit algebraic nature of φn(R), the first three terms at the end are essentially like the

terms in the original formula for φ(τ,R), except that they come with an extra factor τ−1 ∼ λτ
λ

. As for the last

term, write it as

φn(R) ·
∫ R

0

[
φn(s)

]−1
∂τ (Dnφ(τ, s)) ds = φn(R) ·

∫ R

0

[
φn(s)

]−1
(
∂τ +

λτ

λ
s∂s

)
(Dnφ(τ, s)) ds

+
λτ

λ
φn(R) ·

∫ R

0

∂s

(
s
[
φn(s)

]−1
)

(Dnφ(τ, s)) ds

− λτ
λ

RDnφ(τ,R),

(6.35)

where the last term cancels against the fourth term in the earlier identity. The middle term is completely

analogous to the term

φn(R) ·
∫ R

0

[
φn(s)

]−1Dnφ(τ, s) ds,

The first term on the right is more delicate, and will be handled by formulating it on the Fourier side.

Specifically, writing

Dnφ(τ,R) =

∫ ∞

0

φn(R, ξ)x(τ, ξ)ρ̃n(ξ) dξ,

we express the effect of the operator ∂τ +
λτ
λ

R∂R by

(
∂τ +

λτ

λ
R∂R

)
Dnφ(τ,R) =

∫ ∞

0

φn(R, ξ)D(n)
τ x(τ, ξ)ρ̃n(ξ) dξ +

∫ ∞

0

φn(R, ξ)K (0)
n x(τ, ξ)ρ̃n(ξ) dξ, (6.36)
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whereK (0)
n is the non-diagonal part of the transference operator, which vanishes when n = 1. Moreover, the

dilation type operator D(n)
τ is given by the formula

D(n)
τ = ∂τ − 2

λτ

λ
ξ∂ξ −

λτ

λ

(ρ̃n(ξ))′ ξ

ρ̃n(ξ)
− λτ
λ
.

Next, we consider the effect of ∂τ +
λτ
λ

R∂R on large angular momentum functions, where things are more

direct. In fact, writing

φ(τ,R) =

∫ ∞

0

φn(R; ξ)x(τ, ξ)ρ̃n(ξ) dξ,

we obtain
(
∂τ +

λτ

λ
R∂R

)
φ(τ,R) =

∫ ∞

0

φn(R; ξ)D(~)
τ x(τ, ξ)ρ̃n(ξ) dξ

+

∫ ∞

0

φn(R; ξ)K (0)

~
x(τ, ξ)ρ̃n(ξ) dξ,

(6.37)

where the dilation type operator is given by the formula

D(~)
τ = ∂τ − 2

λτ

λ
ξ∂ξ −

λτ

λ

(ρ̃n(ξ))′ ξ

ρ̃n(ξ)
− 2

λτ

λ
.

We shall then use bounds on x(τ, ξ), D(~)
τ x(τ, ξ) or else D(n)

τ x(τ, ξ) in order to control the bilinear terms

involving time derivatives. We shall require an analogue of the L∞-bounds in Proposition 6.12 without

derivatives and Fourier coefficients that are better behaved in the low frequency regime:

Lemma 6.15. Let the functions f j, j = ±1, 0 be as in the statement of Proposition 6.12. Then we have the

bounds ∥∥∥ f j

∥∥∥
L∞

R dR

.

∣∣∣c j

∣∣∣ +
∥∥∥y j

∥∥∥
S

( j)

1

, S
( j)

1
= ξ

1
2 S

( j)

0
.

Here S
(1)

0
:= S +

0
, S

(0)

0
:= S 0

0
, S

(− j)

0
:= S −

0
.

Proof. We consider the integral expression contributing to f j. Thus set now

f j(R) = φ j(R) ·
∫ R

0

[
φ j(s)

]−1 ·
(∫ ∞

0

φ j(s, ξ)y j(ξ)ρ̃ j(ξ) dξ

)
ds

= φ j(R) ·
∫ R

0

[
φ j(s)

]−1 ·
(∫ ∞

0

χ
sξ

1
2 .1

φ j(s, ξ)y j(ξ)ρ̃ j(ξ) dξ

)
ds

+ φ j(R) ·
∫ R

0

[
φ j(s)

]−1 ·
(∫ ∞

0

χ
sξ

1
2 &1

φ j(s, ξ)y j(ξ)ρ̃ j(ξ) dξ

)
ds.

Consider for example the case j = 1, the others being similar. Then recall the bound

|φ1(s, ξ)| . min{s, ξ− 1
2 (sξ

1
2 )−

1
2 },

and so we get the bound
∣∣∣∣∣χsξ

1
2 .1

φ1(s, ξ)ρ̃1(ξ)

∣∣∣∣∣ . s−1 · (sξ
1
2 )
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We conclude that ∣∣∣∣∣∣φ1(R) ·
∫ R

0

[
φ1(s)

]−1 ·
(∫ ∞

0

χ
sξ

1
2 .1

φ1(s, ξ)y1(ξ)ρ̃1(ξ) dξ

)
ds

∣∣∣∣∣∣

.

∫ ∞

0

〈ξ〉 1
2 |y1(ξ)| dξ . ‖y1‖S (1)

1

.

The second integral expression is bounded similarly, by using the oscillatory nature of χ
sξ

1
2 &1

φ j(s, ξ) and

performing integration by parts. �

We also have the following estimates for large frequencies:

Lemma 6.16. Let λ ≥ 1 and f j,≥λ, j = 0,±1 be defined as

f j,≥λ(R) := φ j(R) ·
∫ R

0

[
φ j(s)

]−1 ·
(∫ ∞

λ

φ j(s, ξ)y j(ξ)ρ̃ j(ξ) dξ

)
ds. (6.38)

Then we have the following L∞-estimate
∥∥∥ f j,≥λ

∥∥∥
L∞

RdR

. λ−
1
2

∥∥∥y j

∥∥∥
S

( j)

1

,
∥∥∥∂R f j,≥λ

∥∥∥
L2

RdR

.

∑

µ≥λ
µ−1− δ

2

∥∥∥y j(ξ)
∥∥∥

S
( j)

1
(ξ≃µ)

.

and the following L2-estimates
∥∥∥∂R f j,≥λ

∥∥∥
L2

RdR

.

∑

µ≥λ
µ−1− δ

2

∥∥∥y j(ξ)
∥∥∥

S
( j)

1
(ξ≃µ)

, for j = 0, 1,

∥∥∥∂R f−1,≥λ
∥∥∥

L2
RdR

(R.λ
− 1

2 )
. λ−1− δ

2 ‖y−1(ξ)‖
S

(−1)

1

.

Proof. The proof is similar to that of Lemma 6.15 and we omit the details. �

Proposition 6.17. Let |n1| ≫ 1, |n2| ≤ |n1|, where n2 is allowed to take any integer value. Also, assume that

|n3| ≥ 2 and that either n3 ≃ n1 or else |n3| ≪ |n1| as well as n1 ≃ −n2. For |n| ≥ 2, assuming that φ(R) is an

angular momentum n function with

φ(τ,R) =

∫ ∞

0

φn(R; ξ)x(τ, ξ)ρ̃n(ξ) dξ, ~ =
1

n + 1
,

we set (recalling S ~
1
= ξ

1
2 S ~

0
)

‖φ(τ, ·)‖
S̃

(n)

1

:= ‖Dτx(τ, ξ)‖S ~
1
.

For n = 0,±1 assuming that φ(τ,R) is an angular momentum n function provided

φ(τ,R) = cn(τ)φn(R) + φn(R) ·
∫ R

0

[
φn(s)

]−1 D̃φ(τ, s) ds, D̃φ(τ,R) =

∫ ∞

0

x(τ, ξ)φn(R, ξ)ρ̃n(ξ) dξ,

where D̃ = D−,D,D+ according to n as in the preceding. Then set

‖φ(τ, ·)‖
S̃

(n)

1

:=
∣∣∣c′n(τ)

∣∣∣ + ‖Dτx(τ, ξ)‖
S

(n)

1

.
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With the conventions and under the assumptions on the n j stated at the beginning, and assuming τ ≫ 1, we

have the following bound
∥∥∥∥∥∥
〈
φn3

(R; ξ), χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1 ·

(
∂τ +

λτ

λ
R∂R

)
φ2

〉

L2
R dR

∥∥∥∥∥∥
S
~3
1

. τδ 〈n2〉2
2∏

j=1

∥∥∥φ j

∥∥∥
S̃

(n j)

0
∩S̃

(n j)

1

(6.39)

where we assume that the factors φ j are angular momentum n j functions, j = 1, 2.

Next, assume that |n1| . 1, while the other assumptions on n j stated above are still valid. Then if φ1,2 are

angular momentum n j functions with finite ‖ · ‖
∩k=0,1 S̃

(n j)

k

-norm, the product

(
∂τ +

λτ

λ
R∂R

)
φ1 ·

(
∂τ +

λτ

λ
R∂R

)
φ2

admits a third order Taylor expansion at R = 0 of the form

P3(R) :=

3∑

l=0

γlR
l,

where we have the bound
3∑

l=0

|γl| .
∏

j=1,2

∥∥∥φ j

∥∥∥
S̃

(n j)

0
∩S̃

(n j)

1

. (6.40)

Furthermore, we have the bound
∥∥∥∥∥∥
〈
φn3

(R; ξ), χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1 ·

(
∂τ +

λτ

λ
R∂R

)
φ2 − χR.1P3(R)

〉

L2
R dR

∥∥∥∥∥∥
S
~3
1

. τδ
2∏

j=1

∥∥∥φ j

∥∥∥
S̃

(n j)

0
∩S̃

(n j)

1

(6.41)

The last inequality remains correct if we subtract from P3 those terms γlR
l with l ≥ |n3−1|, l ≡ n3−1(mod 2),

provided |n3 − 1| ≤ 3.

Proof. First inequality. Start with the case when |n2| ≥ 2, i.e. we can use the representation (6.37). Observe

that since K0
~

maps S ~
0

into S ~
1
, and we assume that Dτx ∈ S ~

1
, we can treat this case exactly as in the proof

of Proposition 6.10, observing that there we always deal with the product ξ
1
2 x(τ, ξ) ∈ S ~

1
for the Fourier

transform. Thus to conclude the proof of (6.39), it suffices to deal with the case |n2| ≤ 1, where we have

to take advantage of (6.34), (6.35) as well as (6.37). In the following, we omit the contributions coming

directly from the resonance/root part, i.e. the first, second term on the right hand side in (6.34), since their

contribution is straightforward to bound. Throughout we have n3 ≃ n1 due to the assumptions on the angular

momenta for the first inequality.

Contribution of the third term on the right hand side of (6.34) and the second term on the right hand side

in (6.35). For all intents and purposes, we may assume here that
(
∂τ +

λτ

λ
R∂R

)
φ2(R) =

λτ

λ
φn(R) ·

∫ R

0

[
φn(s)

]−1Dnφ2(s) ds, n = 0,±1,

where Dnφ2 admits the representation

Dnφ2(R) =

∫ ∞

0

φn(R, ξ)x(ξ)ρ̃n(ξ) dξ.
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On the other hand, φ1(τ,R) is assumed to admit a representation as at the beginning of the proposition, cor-

responding to large angular momentum, and we then have (6.37). We can then essentially repeat the proof

of (6.29) in Prop. 6.14 to deal with this case.

This reduces things to the case when we substitute the two terms on the right of (6.36) for
(
∂τ +

λτ
λ

s∂s

)
Dnφ2,

which in turn gets substituted into (6.35). On the other hand, we still use the representation (6.37) for(
∂τ +

λτ
λ

R∂R

)
φ1. We follow the same steps as for the proof of (6.29). As before we call ξ the output fre-

quency, and ξ1,2 the frequencies of the factors (more precisely, in case of
(
∂τ +

λτ
λ

R∂R

)
φ2, the frequency of

Dnφ2).

(1.a) ξ ≤ ξ1. We take advantage of Lemma 6.15, which under our current hypotheses on
(
∂τ +

λτ
λ

R∂R

)
φ2

give
∥∥∥∥∥
(
∂τ +

λτ

λ
R∂R

)
φ2

∥∥∥∥∥
L∞

R dR

.

∥∥∥∥D(n)
τ x(τ, ξ)

∥∥∥∥
S

(n)

1

+

∥∥∥∥K (0)
n x

∥∥∥∥
S

(n)

1

.

∥∥∥∥D(n)
τ x(τ, ξ)

∥∥∥∥
S

(n)

1

+ ‖x‖
S

(n)

0

. ‖φ2‖S̃ (n)

0
∩S̃

(n)

1

.

We need to bound the expression
∥∥∥∥∥∥∥
∑

λ

χξ≃λ

〈
φn3

(R; ξ),

(
∂τ +

λτ

λ
R∂R

)
φ1≥λ ·

(
∂τ +

λτ

λ
R∂R

)
φ2

〉

L2
R dR

∥∥∥∥∥∥∥
S
~3
1

.


∑

λ

∥∥∥∥∥∥
〈
φn3

(R; ξ),

(
∂τ +

λτ

λ
R∂R

)
φ1≥λ ·

(
∂τ +

λτ

λ
R∂R

)
φ2

〉

L2
R dR

∥∥∥∥∥∥
2

S
(~3)

1
(ξ∼λ)



1
2

. ~
2−δ
3


∑

λ

λ1−δ〈λ~2
3〉3+2δ

∥∥∥∥∥
(
∂τ +

λτ

λ
R∂R

)
φ1≥λ ·

(
∂τ +

λτ

λ
R∂R

)
φ2

∥∥∥∥∥
2

L2
R dR



1
2

,

where we have exploited orthogonality and the Plancherel’s theorem for the distorted Fourier transform.

Recalling (6.37) we get (letting x1 the Fourier transform at angular momentum n1 of φ1)

∥∥∥∥∥
(
∂τ +

λτ

λ
R∂R

)
φ1≥λ

∥∥∥∥∥
L2

R dR

.

∑

µ≥λ

[∥∥∥∥D(~1)
τ x1

∥∥∥∥
L2

dξ

+

∥∥∥∥K (0)

~1
x1

∥∥∥∥
L2

dξ

]

.

∑

µ≥λ
~
−1
1 (µ~2

1)−
1
2
+ δ

2 〈µ~2
1〉−

3
2
−δ ·

[
‖x1‖S ~1

0
(ξ≃µ)
+

∥∥∥∥D(~1)
τ x1

∥∥∥∥
S
~1
1

(ξ≃µ)

]
.

Recalling our hypothesis that n1 ≃ n3 and using Holder’s inequality and also recalling the above L∞ bound

for the second factor, we then have

~
2−δ
3 λ

1
2
− δ

2 〈λ~2
3〉

3
2
+δ ·

∥∥∥∥∥
(
∂τ +

λτ

λ
R∂R

)
φ1≥λ ·

(
∂τ +

λτ

λ
R∂R

)
φ2

∥∥∥∥∥
L2

R dR
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. ‖φ2‖S̃ (n)

0
∩S̃

(n)

1

∑

µ≥λ

(
λ

µ

) 1
2−

δ
2

·
[
‖x1‖S ~1

0
(ξ≃µ)
+

∥∥∥∥D(~1)
τ x1

∥∥∥∥
S
~1
1

(ξ≃µ)

]
.

Using the Cauchy-Schwarz inequality as well as orthogonality, it follows that

~
2−δ
3


∑

λ

λ1−δ〈λ~2
3〉3+2δ

∥∥∥∥∥
(
∂τ +

λτ

λ
R∂R

)
φ1≥λ ·

(
∂τ +

λτ

λ
R∂R

)
φ2

∥∥∥∥∥
2

L2
R dR



1
2

. ‖φ2‖S̃ (n)

0
∩S̃

(n)

1


∑

λ


∑

µ≥λ

(
λ

µ

) 1
2
− δ

2

·
[
‖x1‖S ~1

0
(ξ≃µ)
+

∥∥∥∥D(~1)
τ x1

∥∥∥∥
S
~1
1

(ξ≃µ)

]

2


1
2

. ‖φ2‖S̃ (n)

0
∩S̃

(n)

1


∑

λ

∑

µ≥λ

(
λ

µ

) 1
2
− δ

2

·
[
‖x1‖S ~1

1
(ξ≃µ)
+

∥∥∥∥D(~1)
τ x1

∥∥∥∥
S
~1
1

(ξ≃µ)

]2


1
2

.

∏

j=1,2

∥∥∥φ j

∥∥∥
S̃

(n j)

0
∩S̃

(n j)

1

.

(1.b) ξ1 < ξ ≤ ξ2. We distinguish between different frequency ranges for the output frequency ξ.

Small output frequency ξ . 1. Localizing to dyadic ξ ≃ λ . 1, consider the expression

χξ≃λ

〈
φn3

(R; ξ), χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1<λ ·

(
∂τ +

λτ

λ
R∂R

)
φ2,≥λ

〉

L2
R dR

,

The subscript in φ2,≥λ refers to the frequency variable occurring in the representation (6.36), which in turn

gets substituted into (6.35), (6.34). For this small frequency regime, this localization does not play an

important role, however. We decompose

χξ≃λ

〈
φn3

(R; ξ), χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1<λ ·

(
∂τ +

λτ

λ
R∂R

)
φ2,≥λ

〉

L2
R dR

= χξ≃λ

〈
χ
~3Rλ

1
2 ≤ 1

2

φn3
(R; ξ), χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1<λ ·

(
∂τ +

λτ

λ
R∂R

)
φ2,≥λ

〉

L2
R dR

+ χξ≃λ

〈
χ
~3Rλ

1
2 ≥ 1

2

φn3
(R; ξ), χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1<λ ·

(
∂τ +

λτ

λ
R∂R

)
φ2,≥λ

〉

L2
R dR

(6.42)

By Proposition 4.32, the Fourier basis φn3
(R, ξ) satisfies the bound |φn3

(R, ξ)| .
(

1
2

)c~−1
3 for some absolute

constant c > 0. This together with a slightly sharpened version of Lemma 6.9 gives the following estimate

for λ . 1 and an absolute constant c > 0

∥∥∥∥∥
∫ ∞

0

χ
~Rλ

1
2 ≤ 1

2

φn(R; ξ)χξ.λx(ξ)ρ̃n(ξ) dξ

∥∥∥∥∥
L∞

R dR

. ~
−2+δλ

δ
2 ·

(
1

2

)c~−1

· ‖x‖S ~
1
.
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Since ~1 ≃ ~3, we conclude, using Plancherel’s theorem for the distorted Fourier transform as well as

Holder’s inequality that
∥∥∥∥∥∥∥
χξ≃λ

〈
χ
~3Rλ

1
2 ≤ 1

2

φn3
(R; ξ), χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1<λ ·

(
∂τ +

λτ

λ
R∂R

)
φ2,≥λ

〉

L2
R dR

∥∥∥∥∥∥∥
S
~3
1

. ~
2−δ
3 λ

1
2
− δ

2 ·
∥∥∥∥∥χR.min{~−1

3
λ
− 1

2 ,τ}

(
∂τ +

λτ

λ
R∂R

)
φ1<λ ·

(
∂τ +

λτ

λ
R∂R

)
φ2,≥λ

∥∥∥∥∥
L2

R dR

. ~
2−δ
3 λ

1
2
− δ

2 · ~−1+δ
3 λ−

1
2
+ δ

2 τδ ·
∥∥∥∥∥
(
∂τ +

λτ

λ
R∂R

)
φ1<λ

∥∥∥∥∥
L∞

R dR

·
∥∥∥∥∥
(
∂τ +

λτ

λ
R∂R

)
φ2,≥λ

∥∥∥∥∥
L∞

R dR

.

Taking advantage of the preceding sharpened L∞-bound, the fact that ~1 ∼ ~3, as well as Lemma 6.15, and

also keeping in mind the representation (6.37), we can bound the preceding by

~
2−δ
3 λ

1
2
− δ

2 · λ− 1
2
+ δ

2 ~
−1+δ
3 τδ ·

∥∥∥∥∥
(
∂τ +

λτ

λ
R∂R

)
φ1<λ

∥∥∥∥∥
L∞

R dR

·
∥∥∥∥∥
(
∂τ +

λτ

λ
R∂R

)
φ2,≥λ

∥∥∥∥∥
L∞

R dR

. τδ · λ δ
2 · ‖φ1‖S̃ (n1)

1
∩S̃

(n1)

0

· ‖φ2‖S̃ (n2)

1
∩S̃

(n2)

0

.

This can then be summed over dyadic λ . 1 to yield the desired bound.

As for the second term on the right in (6.42), we perform integration by parts in the inner product, replacing

it schematically by

λ−
1
2χξ≃λ

〈
χ
~3Rλ

1
2 ≥ 1

2

φn3
(R; ξ), ∂R

[
χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1<λ ·

(
∂τ +

λτ

λ
R∂R

)
φ2,≥λ

]〉

L2
R dR

To bound this, we recall our assumptions on the factors
(
∂τ +

λτ
λ

R∂R

)
φ j, j = 1, 2, and use the following

L2-bounds
∥∥∥∥∥∂R

(
∂τ +

λτ

λ
R∂R

)
φ1<λ

∥∥∥∥∥
L2

R dR

.

∥∥∥∥ξ
1
2D(~1)

τ x1

∥∥∥∥
L2

dξ
(ξ<λ)
+

∥∥∥∥ξ
1
2K (0)

~1
x1

∥∥∥∥
L2

dξ
(ξ<λ)

. ~
−2+δ
1 λ

δ
2 ‖φ1‖S̃ (~1)

1
∩S̃

(~1)

0∥∥∥∥∥∂R

(
∂τ +

λτ

λ
R∂R

)
φ2,≥λ

∥∥∥∥∥
L2

R dR
(R.τ)

. ‖φ2‖S̃ (n2)

1
∩S̃

(n2)

0

.

In fact, to get the last bound for n = 0,±1, write

∂R

(
∂τ +

λτ

λ
R∂R

)
φ2,≥λ = ∂Rφn(R) ·

∫ R

0

[
φn(s)

]−1
(
∂τ +

λτ

λ
s∂s

)
Dnφ2,≥λ(τ, s) ds

+

(
∂τ +

λτ

λ
R∂R

)
Dnφ2,≥λ(τ,R)

and also recall the Fourier representation (6.36), which in light of the Plancherel’s theorem for the distorted

Fourier transform implies the desired bound for the second term on the right. As for the first term on the

right, one can argue similarly to the proof of Lemma 6.15 to get the desired bound. If we add the easily
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verified bounds (see Lemma 6.15)

∥∥∥∥∥
(
∂τ +

λτ

λ
R∂R

)
φ2,≥λ

∥∥∥∥∥
L∞

R dR

. ‖φ2‖S̃ (n2)

1
∩S̃

(n2)

0

,

∥∥∥∥∥
(
∂τ +

λτ

λ
R∂R

)
φ1,<λ

∥∥∥∥∥
L∞

R dR

. ~
−2+δ
1 λ

δ
2 ‖φ1‖S̃ (n1)

1
∩S̃

(n1)

0

and using Holder’s inequality and the Leibniz product rule, we infer that (recall the restriction λ . 1)

∥∥∥∥∥∥∥
χξ≃λ

〈
χ
~3Rλ

1
2 ≥ 1

2

φn3
(R; ξ), χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1<λ ·

(
∂τ +

λτ

λ
R∂R

)
φ2,≥λ

〉

L2
R dR

∥∥∥∥∥∥∥
S
~3
1

. ~
2−δ
3 λ

1
2
− δ

2 ·
∥∥∥∥∥∥∥
χξ≃λ

〈
χ
~3Rλ

1
2 ≥ 1

2

φn3
(R; ξ), χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1<λ ·

(
∂τ +

λτ

λ
R∂R

)
φ2,≥λ

〉

L2
R dR

∥∥∥∥∥∥∥
L2

dξ

. ~
2−δ
3 τδ ·

∥∥∥∥∥∂R

[
χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1<λ ·

(
∂τ +

λτ

λ
R∂R

)
φ2,≥λ

]∥∥∥∥∥
L2

R dR

. τδλ
δ
2 ·

∏

j=1,2

∥∥∥φ j

∥∥∥
S̃

(n j)

0
∩S̃

(n j)

1

,

which can also be summed over dyadic λ . 1, giving the desired bound. This concludes the case (1.b) in

the small output regime.

Intermediate output frequency ~−2
3
& ξ & 1. This case can be handled similarly as the preceding case

since the weight in the norm ‖ · ‖
S
~3
1

is the same as in the small frequency regime. However, since now the

frequency λ ≥ 1, we must proceed differently when we sum over λ. In the non-oscillatory regime ~3Rλ
1
2 ≤ 1

2

we use the bound

∥∥∥∥∥χ~1Rλ
1
2 ≤ 1

2

(
∂τ +

λτ

λ
R∂R

)
φ1,≤λ

∥∥∥∥∥
L∞

RdR

. ~
−2+δ
1 λ

δ
2 ·

(
1

2

)c~−1
1

‖φ1‖S̃ (n1)

1
∩S̃

(n1)

0

. (6.43)

The rapid decaying factor
(

1
2

)c~−1
1 absorbs the growth from summing over 1 ≤ λ . ~−2

3
, using the fact

~1 ≃ ~3. For the oscillatory regime ~3Rλ
1
2 ≥ 1

2
, in addition to the rapid decaying estimate (6.43), we also

need to use the following refined estimate for
(
∂τ +

λτ
λ

R∂R

)
φ2,≥λ:

∥∥∥∥∥
(
∂τ +

λτ

λ
R∂R

)
φ2,≥λ

∥∥∥∥∥
L∞

RdR

. λ−
1
2 ‖φ2‖S̃ (n2)

1
∩S̃

(n2)

0

,

which is obtained by Lemma 6.16. The decaying factor λ−
1
2 absorbs the growth from summing over

1 ≤ λ . ~−2
3

.
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Large output frequency ξ & ~−2
3

. This is accomplished by integration by parts: schematically we have

χξ≃λ

〈
φn3

(R; ξ), χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1<λ ·

(
∂τ +

λτ

λ
R∂R

)
φ2,≥λ

〉

L2
R dR

= ξ−1χξ≃λ

〈
φn3

(R; ξ), Hn3

[
χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1<λ ·

(
∂τ +

λτ

λ
R∂R

)
φ2,≥λ

]〉

L2
R dR

= ξ−1χξ≃λ

〈
φn3

(R; ξ), Hn3

[
χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1<λ

]
·
(
∂τ +

λτ

λ
R∂R

)
φ2,≥λ

〉

L2
R dR

+
∑

i+ j=2,i≤1

ξ−1χξ≃λ

〈
φn3

(R; ξ),

(
∂R +

1

R

)i [
χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1<λ

]
· ∂ j

R

(
∂τ +

λτ

λ
R∂R

)
φ2,≥λ

〉

L2
R dR

(6.44)

Taking advantage of Proposition 6.8 as well as Lemma 6.15, we can bound the first term on the right:
∥∥∥∥∥∥ξ
−1χξ≃λ

〈
φn3

(R; ξ), Hn3

[
χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1<λ

]
·
(
∂τ +

λτ

λ
R∂R

)
φ2,≥λ

〉

L2
R dR

∥∥∥∥∥∥
S
~3
1

. ~
2−δ
3 λ−

1
2
− δ

2

〈
λ~2

3

〉δ+ 3
2 ·

∥∥∥∥∥Hn3

[
χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1<λ

]∥∥∥∥∥
L2

R dR

·
∥∥∥∥∥
(
∂τ +

λτ

λ
R∂R

)
φ2,≥λ

∥∥∥∥∥
L∞

R dR

. λ−
1
2

∏

j=1,2

∥∥∥φ̃ j

∥∥∥
S̃

(n j)

0
∩S̃

(n j)

1

,

where we have taken advantage of the bounds (with x j denoting the Fourier transforms as explained in

Prop. 6.14)

~
2−δ
3 λ−

1
2
− δ

2

〈
λ~2

3

〉δ+ 3
2 ·

∥∥∥∥∥Hn3

[
χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1<λ

]∥∥∥∥∥
L2

R dR

.

[∥∥∥∥D(~1)
τ x1

∥∥∥∥
S
~1
1

+

∥∥∥∥K (0)

~1
x1

∥∥∥∥
S
~1
1

]

.

∥∥∥φ̃1

∥∥∥
S̃

(n1)

0
∩S̃

(n1)

1∥∥∥∥∥
(
∂τ +

λτ

λ
R∂R

)
φ2,≥λ

∥∥∥∥∥
L∞

R dR

. λ−
1
2 ·

[∥∥∥∥D(~1)
τ x2

∥∥∥∥
S

(n1)

1

+

∥∥∥∥K (0)

(n1)
x1

∥∥∥∥
S

(n1)

1

]
. λ−

1
2 ·

∥∥∥φ̃2

∥∥∥
S̃

(n2
0
∩S̃

(n2)

1

.

In particular, summing over dyadic λ & ~−2
3

furnishes a bound for the first of the last two terms in (6.44) of

the desired form.

As for the final term in (6.44), we get (under our current hypothesis on
(
∂τ +

λτ
λ

R∂R

)
φ2) the schematic (only

keeping the term D(n2)
τ x2) decompositions

∂R

(
∂τ +

λτ

λ
R∂R

)
φ2,≥λ = ∂Rφn2

(R) ·
(∫ R

0

[
φn2

(s)
]−1

∫ ∞

0

χξ≥λφn2
(s, ξ)D(n2)

τ x2(τ, ξ)ρ̃n2
(ξ) dξ

)
ds

+

∫ ∞

0

χξ≥λφn2
(R, ξ)D(n2)

τ x2(τ, ξ)ρ̃n2
(ξ) dξ,

∂2
R

(
∂τ +

λτ

λ
R∂R

)
φ2,≥λ = ∂

2
Rφn2

(R) ·
(∫ R

0

[
φn2

(s)
]−1

∫ ∞

0

χξ≥λφn2
(s, ξ)D(n2)

τ x2(τ, ξ)ρ̃n2
(ξ) dξ

)
ds
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+ ∂Rφn2
(R) · [φn2

(R)
]−1 ·

(∫ ∞

0

χξ≥λφn2
(R, ξ)D(n2)

τ x2(τ, ξ)ρ̃n2
(ξ) dξ

)

+ ∂R

(∫ ∞

0

χξ≥λφn2
(R, ξ)D(n2)

τ x2(τ, ξ)ρ̃n2
(ξ) dξ

)
.

For j = 0, 1 we directly use Lemma 6.16 to obtain for λ > 1

∥∥∥∥∥∂R

(
∂τ +

λτ

λ
R∂R

)
φ2,≥λ

∥∥∥∥∥
L2

R dR

.

∑

µ≥λ
µ−1− δ

2

[∥∥∥∥D(n2)
τ x2(τ, ξ)

∥∥∥∥
S

(n2)

1
(ξ≃µ)
+

∥∥∥∥K (0)
n2

x2

∥∥∥∥
S

(n2)

1
(ξ≃µ)

]
.

For j = −1, Lemma 6.16 gives the desired estimate for R . λ−
1
2 . For Rλ

1
2 & 1 we will treat differently at the

end.

Furthermore, for the high-angular momentum term, in light of Lemma 6.9 we have the L∞-bound (for

i ≤ 1)
∥∥∥∥∥∥∥

(
∂R +

1

R

)i [
χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1<λ

]∥∥∥∥∥∥∥
L∞

R dR

. ~
− 5

2
−δ

1
·
[∥∥∥∥D(~1)

τ x1

∥∥∥∥
S
~1
1

+

∥∥∥∥K (0)

~1
x1

∥∥∥∥
S
~1
1

]

Combining these bounds leads to the estimate (except for j = −1 with Rλ
1
2 & 1)

‖(last term of (6.44))‖
S
~3
1

(ξ&~−2
3

)

. ~
5+ δ

2

3
·


∑

λ&~−2
3

λ−2λ2+δ ‖(last term of (6.44))‖2
L2

dξ



1
2

. ~1 ·
[∥∥∥∥D(~1)

τ x1

∥∥∥∥
S

(~1)

1

+

∥∥∥∥K (0)

~1
x1

∥∥∥∥
S
~1
1

]

·


∑

λ&~−2
3

λ−2


∑

µ≥λ

(
λ

µ

)1+ δ
2
[∥∥∥∥D(n2)

τ x2(τ, ξ)
∥∥∥∥

S
(n2)

1
(ξ≃µ)
+

∥∥∥∥K (0)
n2

x2

∥∥∥∥
S

(n2)

1
(ξ≃µ)

]

2


1
2

For j = −1 and Rλ
1
2 & 1, we simply write λ−2 = λ−1 · λ−1 and use one of the two λ−1 to make up

the discrepancy of the decay in µ. Applying the Cauchy-Schwarz inequality and exploiting orthogonality

allows to bound the preceding by

. ~1 ·
∏

j=1,2

∥∥∥φ j

∥∥∥
S̃

(n j)

1
∩S̃

(n j)

0

This concludes the case of large output frequencies for the case (1.b).

(2): ξ ≥ max{ξ1, ξ2}. Output frequency dominates both input frequencies. We proceed in analogy to case

(2) in the proof Proposition 6.10. The case of output frequency ξ . 1 here is handled exactly like the small

output frequency case in (1.b) before. We shall henceforth restrict to output frequency ξ & 1. We shall

again exploit multi-fold integration by parts in order to shift derivatives around. Precisely, we write, always
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keeping the assumed underlying fine structure of
(
∂τ +

λτ
λ

R∂R

)
φ2,<λ in mind

χξ≃λ

〈
φn3

(R; ξ), χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1,<λ ·

(
∂τ +

λτ

λ
R∂R

)
φ2,<λ

〉

L2
R dR

= ξ−3χξ∼λ

〈
φ(R; ξ, ~3), H3

n3

[
χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1,<λ ·

(
∂τ +

λτ

λ
R∂R

)
φ2,<λ

]〉

L2
R dR

=
∑

i+ j=6

Ci, jξ
−3χξ≃λ

〈
φn3

(R; ξ), ∂i
R

(
n3

R

) j [
χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1,<λ

]
·
(
∂τ +

λτ

λ
R∂R

)
φ2,<λ

〉

L2
R dR

+
∑

l+i+ j=6
l≥1

ξ−3χξ≃λ

〈
φn3

(R; ξ), ∂i
R

(
n3

R

) j [
χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1,<λ

]
· ∂l

R (φn(R)) ·
∫ R

0

[
φn(s)

]−1
f<λ(s) ds

〉

L2
R dR

+
∑

l+i+ j+k=6
l≥1

ξ−3χξ≃λ

〈
φn3

(R; ξ), ∂i
R

(
n3

R

) j [
χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1,<λ

]
· ∂l−1

R

[
∂k

R (φn(R))
[
φn(R)

]−1 · f<λ(R)
]〉

L2
R dR

,

(6.45)

where we have introduced the quantity

f<λ(R) :=

∫ ∞

0

φn(R, ξ)
(
D(n2)
τ x2(τ, ξ) +K (0)

~2
x2(τ, ξ)

)
ρ̃n2

(ξ) dξ.

Then we estimate the last three terms as follows: for the first term at the end in (6.45), we use Lemma 6.15

as well Proposition 6.8 to bound the first, respectively the second term below
∥∥∥∥∥
(
∂τ +

λτ

λ
R∂R

)
φ2,<λ

∥∥∥∥∥
L∞

R dR

, ∂i
R

(
n3

R

) j [
χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1,<λ

]
.

Invoking Plancherel’s theorem for the distorted Fourier transform, this leads to the bound
∥∥∥∥∥∥∥
ξ−3χξ≃λ

〈
φn3

(R; ξ), ∂i
R

(
n3

R

) j [
χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1,<λ

]
·
(
∂τ +

λτ

λ
R∂R

)
φ2,<λ

〉

L2
R dR

∥∥∥∥∥∥∥
S
~3
1

.
~

2−δ
3
λ

1
2
− δ

2 〈λ~2
3
〉δ+ 3

2

λ3
·
∥∥∥∥∥∥∂

i
R

(
n3

R

) j [
χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1,<λ

]∥∥∥∥∥∥
L2

R dR

·
∥∥∥∥∥
(
∂τ +

λτ

λ
R∂R

)
φ2,<λ

∥∥∥∥∥
L∞

R dR

.

~
2−δ
3
λ

1
2
− δ

2

〈
λ~2

3

〉δ+ 3
2

λ3
·


∑

µ<λ

∥∥∥∥ξ3D(~1)
τ x1

∥∥∥∥
L2

dξ
(ξ≃µ)
+

∥∥∥∥ξ3K (0)

~1
x1

∥∥∥∥
L2

dξ
(ξ≃µ)

 · ‖φ2‖S̃ (n2)

0
∩S̃

(n2)

1

.

Here we can bound the product of the first two expressions by (recalling the hypothesis ~1 ≃ ~3)

~
2−δ
3
λ

1
2
− δ

2 〈λ~2
3
〉δ+ 3

2

λ3
·


∑

µ<λ

∥∥∥∥ξ3D(~1)
τ x1

∥∥∥∥
L2

dξ
(ξ≃µ)
+

∥∥∥∥ξ3K (0)

~1
x1

∥∥∥∥
L2

dξ
(ξ≃µ)



.

∑

µ<λ

(
µ

λ

) 1
2
− δ

2 ·
[∥∥∥∥D(~1)

τ x1

∥∥∥∥
S
~1
1

(ξ≃µ)
+ ‖x1‖S ~1

0
(ξ∼µ)

]
.

(6.46)
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Substituting this bound into the preceding one, we easily infer that


∑

λ&1

‖(First term of (6.45))‖2
S
~3
1



1
2

. ‖φ2‖S̃ (n2)

0
∩S̃

(n2)

1

·


∑

λ&1


∑

µ<λ

(
µ

λ

) 1
2
− δ

2 ·
[∥∥∥∥D(~1)

τ x1

∥∥∥∥
S
~1
1

(ξ≃µ)
+ ‖x1‖S ~1

0
(ξ≃µ)

]2




1
2

.

∏

j=1,2

∥∥∥φ j

∥∥∥
S̃

(n j)

1
∩S̃

(n j)

0

,

which is as desired, and concludes the bound for the first term in (6.45). For the second term, Lemma 6.15

implies
∥∥∥∥∥∥∂

l
R

(
φn2

(R)
) ·

∫ R

0

[
φn2

(s)
]−1

f<λ(s) ds

∥∥∥∥∥∥
L∞

R dR

.

∥∥∥∥D(n2)
τ x1

∥∥∥∥
S

(n2)

1

+

∥∥∥∥K (0)

~2
x1

∥∥∥∥
S

(n2)

1

, l ≥ 0,

As in the previous case, with i + j ≤ 6, we have

~
2−δ
3
λ

1
2
− δ

2 〈λ~2
3
〉δ+ 3

2

λ3

∥∥∥∥∥∥∂
i
R

(
n3

R

) j [
χR.τ(∂τ +

λτ

λ
R∂R)φ1,<λ

]∥∥∥∥∥∥
L2

R dR

can be bounded by (6.46). Applying Plancherel’s theorem as well as Holder’s inequality suitably we then

infer


∑

λ&1

‖(Second term of (6.45))‖2
S
~3
1



1
2

. ‖φ2‖S̃ (n2)

0
∩S̃

(n2)

1

·


∑

λ&1


∑

µ<λ

(
µ

λ

) 1
2
− δ

2 ·
[∥∥∥∥D(~1)

τ x1

∥∥∥∥
S
~1
1

(ξ≃µ)
+ ‖x1‖S ~1

0
(ξ≃µ)

]2




1
2

,

which implies the desired bound.

The final term in (6.45) is bounded by applying Leibniz’ rule to the last term. Considering the case n = −1,

the cases n = +1, 0 being handled similarly, we write

∂l−1
R

[
∂k

R (φn(R))
[
φn(R)

]−1 · f<λ(R)
]

=
∑

l1+l2+l3=l−1

Cl1,2,3∂
k+l1
R

(φn(R)) · ∂l2
R

(
[φn(R)]−1

)
∂

l3
R

( f<λ(R))

=
∑

l1+l2+l3=l−1

gk,l1,2 (R) · ∂l3
R

( f<λ(R)) ,

where the function gk,l1,2 (R) satisfies the bound
∣∣∣gk,l1,2 (R)

∣∣∣ . max{R−2−l2 · Rmax{2−k−l1 ,0}, 〈R〉−(k+l1+l2)},
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and so we get the bound
∣∣∣∣∣∣∂

i
R

(
n3

R

) j [
χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1,<λ

]
· ∂l−1

R

[
∂k

R (φn(R)) [φn(R)]−1 · f<λ(R)
]∣∣∣∣∣∣

.

∑

l≤5−i− j−k

∣∣∣∣∣∣R
−(5−i− j−l)∂i

R

(
n3

R

) j [
χR.τ

(
∂τ +

λτ

λ
R∂R

)
φ1,<λ

]∣∣∣∣∣∣ ·
∣∣∣∂l

R ( f<λ(R))
∣∣∣ .

Taking advantage of Prop. 6.8, Lemma 6.9 as well as Prop. 6.12 and Lemma 6.9 and placing the factors

R−(5−i− j−l)∂i
R

(
n3

R

) j

[. . .] , ∂l
R ( f<λ(R))

into L∞
R dR

, L2
R dR

or the other way round according to whether l ≥ 3, l < 3, we infer the bound
∥∥∥∥∥∥∥
ξ−3χξ≃λ

〈
φn3

(R; ξ), ∂i
R

(
n3

R

) j [
χR.τ(∂τ +

λτ

λ
R∂R)φ1,<λ

]
· ∂l−1

R

[
∂k

R (φn(R)) [φn(R)]−1 · f<λ(R)
]〉

L2
R dR

∥∥∥∥∥∥∥
S
~3
1

.

∑

µ1,2<λ

∏

j=1,2

min{µ j, 1}
δ
2 ·

(
max{µ1,2}

λ

)
·
[∥∥∥∥D(~1)

τ x1

∥∥∥∥
S
~1
1

(ξ≃µ1)
+ ‖x1‖S ~1

0
(ξ≃µ1)

]

·
(∥∥∥∥D(n2)

τ x2

∥∥∥∥
S

(n2)

1
(ξ≃µ2)

+

∥∥∥∥K (0)

~2
x2

∥∥∥∥
S

(n2)

1
(ξ≃µ2)

)

The desired bound results from here in the usual fashion by square summing over λ and exploiting Cauchy-

Schwarz as well as orthogonality. This concludes the proof of (6.39).

The proof of the remaining inequalities (6.40), (6.41) proceeds in analogy to the proof of (6.30), (6.31).

This concludes the proof of Proposition 6.17. �

In order to deal with the higher order nonlinear source terms we need to pass from the above basic

estimates to estimates for higher order terms. For this we have the following

Proposition 6.18. Assume that F(R) is a function on [0,∞) admitting a third order Taylor development∑3
j=0 γ jR

j at R = 0 and such that
∥∥∥∥∥∥∥∥
F(R) − χR.1

3∑

j=0

γ jR
j

∥∥∥∥∥∥∥∥
S̃

(n1)

1

+
∑

j

∣∣∣γ j

∣∣∣ =: Λ1 < ∞

for some |n1| ≥ 2, and where ‖ · ‖
S̃

(n1)

1

is defined like ‖·‖
S̃

(n1)

0

in Proposition 6.14, except that ‖·‖S ~
0

there is

replaced by ‖·‖S ~
1
. Also, assume that all γ j = 0 provided |n1| ≥ K. Next assume that φ2 is an angular

momentum n2 function (for arbitrary integral n2) with

‖φ2‖S̃ (n2)

0

=: Λ2 < ∞.

Then the function Fφ2 admits a Taylor expansion P3 =
∑3

j=0 γ̃ jR
j of order three at R = 0 with

∑

j

∣∣∣γ̃ j

∣∣∣ . Λ1 · Λ2,
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and such that, with |n3| ≥ 2 and either (i) n1 ≃ n3 and |n2| . |n1|, or (ii) |n3| ≪ |n1| and n1 ≃ −n2, or (iii)

|n3| ≫ |n1| and n3 ≃ n2, we have
∥∥∥∥∥∥∥∥
χR.τ

F(R)φ2(R) − χR.1

3∑

j=0

γ̃ jR
j



∥∥∥∥∥∥∥∥
S
~3
1

. 〈χ|n2 |<K |n2|〉3+δ〈min{n1, n2}〉2τ1+δ
∏

k=1,2

Λk, τ≫ 1. (6.47)

The last inequality remains correct if we subtract from P3 those terms γ̃lR
l with l ≥ |n3−1|, l ≡ n3−1(mod 2),

provided |n3 − 1| ≤ 3. Note the particular choice n3 = n3(n1, n2) where n3(n1, n2) = n1 + n2 if |n1 + n2| ≥ 2

and n3(n1, n2) = 2 otherwise, satisfies (i) - (iii).

Proof. This is in fact completely analogous to the one of Prop. 6.14, observing that we implicitly exploited

there that ∂Rφ j ∈ S̃
(n j)

1
. Then if |n2| ≫ 1, we shall set γ̃ j = 0 for all j and we decompose

χR.τF(R)φ2(R) =

χR.τF(R) − χR.1

∑

j≤3

γ jR
j

φ2(R)

+

χR.1

∑

j≤3

γ jR
j

 φ2(R).

Here the first term on the right is bounded precisely like in the preceding argument, taking advantage of

the last bound of Lemma 6.9(which causes the loss of a factor τ in the estimate). For the second term, one

expands out

φ2(R) =

∫ ∞

0

φn2
(R; ξ2)x2(ξ2)ρ̃n2

(ξ2) dξ2

and divides into two cases depending on the relation of the output frequency ξ to ξ2. Thus write

〈
φn3

(R; ξ),

χR.1

∑

j≤3

γ jR
j

φ2(R)

〉

L2
R dR

=
∑

λ

χξ≃λ

〈
φn3

(R; ξ),

χR.1

∑

j≤3

γ jR
j

 φ2,≪λ(R)

〉

L2
R dR

+
∑

λ

χξ≃λ

〈
φn3

(R; ξ),

χR.1

∑

j≤3

γ jR
j

 φ2,&λ(R)

〉

L2
R dR

(6.48)

To deal with the second term on the right, we further localize φ2 to frequency µ2 & λ, which then gives for

fixed λ ∥∥∥∥∥∥∥∥∥
χξ≃λ

〈
φn3

(R; ξ),

χR.1

∑

j≤3

γ jR
j

φ2,µ2
(R)

〉

L2
R dR

∥∥∥∥∥∥∥∥∥
S
~3
1
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. λ−
1
2 (λ~2

3)1− δ
2 〈λ~2

3〉δ+
3
2 ·

∥∥∥∥∥∥∥∥

χR.1

∑

j≤3

γ jR
j

 R−1φ2,µ2
(R)

∥∥∥∥∥∥∥∥
L2

R dR

,

where we have inserted the extra factor R−1 on purpose, since Proposition 6.8 gives

∥∥∥∥∥∥∥∥

χR.1

∑

j≤3

γ jR
j

 R−1φ2,µ2
(R)

∥∥∥∥∥∥∥∥
L2

R dR

.

∥∥∥∥∥ξ
1
2

2
x2(ξ2)

∥∥∥∥∥
L2(ξ2≃µ2)

,

and so we infer
∥∥∥∥∥∥∥∥∥
χξ≃λ

〈
φn3

(R; ξ),

χR.1

∑

j≤3

γ jR
j

 φ2,µ2
(R)

〉

L2
R dR

∥∥∥∥∥∥∥∥∥
S
~3
1

. ~3µ
1
2

2
·
(
λ~2

3

) 1
2
− δ

2
〈
λ~2

3

〉δ+ 3
2 · ‖x2(ξ2)‖L2(ξ2≃µ2)

.
[
χ|n2 |<K |n2|

]3+δ
min{n1, n2}2

(
λ

µ2

) 1
2
− δ

2

· ‖x2‖S ~2
0

(ξ2≃µ2)
,

where we exploited our assumption that if |n2| ≫ |n3|, then K > |n1| ≃ |n2|, since if |n1| ≥ K the coefficients

γ j all vanish . Square summing over λ and exploiting Cauchy-Schwarz and orthogonality as usual leads to

the desired bound. Bounding the first term in (6.48) involves integrating by parts in a manner similar to the

one in the proof of the previous proposition, we omit the details.

There remains the case when all involved angular momenta n j are of small size, |n j | . 1, j = 1, 2, 3. There

we use a slightly refined decomposition

χR.τF(R)φ2(R) =

χR.τF(R) − χR.1

∑

j≤3

γ jR
j

φ2(0)

+

χR.τF(R) − χR.1

∑

j≤3

γ jR
j

 [φ2(R) − φ2(0)]

+

χR.1

∑

j≤3

γ jR
j

 φ2(R).

Then proceeding as in the proof of the preceding proposition one shows that the first two terms on the right

satisfy the desired bound

∥∥∥∥∥∥∥∥

χR.τF(R) − χR.1

∑

j≤3

γ jR
j

φ2(0)

∥∥∥∥∥∥∥∥
S
~3
1

. ·
∏

k=1,2

Λk
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∥∥∥∥∥∥∥∥

χR.τF(R) − χR.1

∑

j≤3

γ jR
j


[
φ2(R) − φ2(0)

]
∥∥∥∥∥∥∥∥

S
~3
1

. τ1+ δ
2 ·

∏

k=1,2

Λk.

Finally, as for the remaining term, it is straightforward to check that it admits a degree Taylor expansion

around R = 0:
3∑

j=1

γ̃ jR
j,

∑

j

|γ̃ j| .
∏

k=1,2

Λk,

and such that ∥∥∥∥∥∥∥∥

χR.1

∑

j≤3

γ jR
j

φ2(R) − χR.1

3∑

j=1

γ̃ jR
j

∥∥∥∥∥∥∥∥
S
~3
1

.

∏

k=1,2

Λk.

�

A consequence of the preceding proposition is the following multilinear estimate.

Proposition 6.19. For an integer n define n|·|≥2 := n if |n| ≥ 2 and n|·|≥2 := 2 otherwise. Assume that

φ1, φ2, . . . , φk are angular momentum m j functions, j = 1, 2, . . . , k, m j ∈ Z, where we make the same struc-

tural assumption on each of them as in Proposition 6.18. Further, assume that F is a angular momentum n0

function with |n0| ≥ 2, admitting a third order Taylor development
∑3

j=0 γ jR
j at R = 0 and such that

∥∥∥∥∥∥∥∥
F(R) − χR.1

3∑

j=0

γ jR
j

∥∥∥∥∥∥∥∥
S̃

(n0)

1

+
∑

j

∣∣∣γ j

∣∣∣ =: Λ0 < ∞.

Assume that all γ j = 0 if |n0| ≥ C0. Then the function

F(R) ·
k∏

j=1

φ j(R)

admits a third order Taylor expansion
∑3

j=0 γ̃ jR
j at R = 0, where we have the coefficient bound

3∑

j=0

∣∣∣γ̃ j

∣∣∣ ≤ Ck
1Λ0 ·

k∏

j=1

∥∥∥φ j

∥∥∥
S̃

(m j)

0

.

for a constant C1(C0). Further, setting

n := n0 +

k∑

j=1

m j,

we have the bound

n4
|·|≥2

∥∥∥∥∥∥∥∥
χR.τF(R) ·

n∏

j=1

φ j(R) − χR.1

3∑

j=0

γ̃ jR
j

∥∥∥∥∥∥∥∥
S̃

(n|·|≥2)

1
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≤ Ck
2n4

0Λ0 ·
k∏

j=1

(
τ1+δ〈m j〉4

∥∥∥φ j

∥∥∥
S̃

(m j)

0

)
.

Similar bounds obtain when the exponent 4 is replaced by p ≥ 4.

Proof. By reordering the factors we may assume that |m1| ≤ |m2| ≤ . . . ≤ |mk |, and either (i) |n0| & |
n|·|≥2|

k
or

else (ii) |mk| & |
n|·|≥2|

k
. Then we apply Prop. 6.18 consecutively to the sequence of products

F(R)φ1, F(R)φ1 · φ2, . . . , F(R) ·
k∏

j=1

φ j,

where the function F(R)φ1 · . . . φl will be interpreted as angular momentum
(
n0 +

∑l
j=1 m j

)
|·|≥2

function.

Here we have to be careful not to lose on account of the factor

χ|n2 |<K |n2|3+δ

in (6.47), where we note that the angular momenta of these products (and thus K) can in principle grow.

However, if one of the factors φl is an angular momentum n function with |n| ≥ 5, all products F·∏l′
j=1 φ j, l

′ ≥
l have trivial third order Taylor polynomial around R = 0, and so the term in the proof of Prop. 6.18

responsible for the preceding factor is not present. It follows that there is at most one case where one loses

a factor χ|n2 |<K |n2|3+δ, namely the first instance where φl is of absolute angular momentum ≥ 5, and we lose

here at most a factor Cl3+δ. Such a factor can be absorbed into the factors Cl which automatically occur. In

case (i) we inductively get the bounds∥∥∥∥∥∥∥∥
χR.τF(R) ·

l∏

j=1

φ j − χR.1

3∑

j=1

γ̃(l)R j

∥∥∥∥∥∥∥∥
S̃

(
(n0+

∑l
j=1

m j )|·|≥2

)

1

≤ ClΛ0 ·
l∏

j=1

(
τ1+δ〈m j〉2

∥∥∥φ j

∥∥∥
S̃

(m j)

0

)
(6.49)

where
∑3

j=1 γ̃
(l)R j is the Taylor polynomial of χR.τF(R) · ∏l

j=1 φ j at R = 0, and the desired conclusion

follows for l = k by using assumption (i) and k4Ck ≤ Ck
2

for suitable C2 = C2(C).

In case (ii), use ∣∣∣∣∣∣∣∣
n0 +

k−1∑

j=1

m j

∣∣∣∣∣∣∣∣
≤ |n0| + (k − 1) |mk−1| ,

and distinguish between |n0| < (k−1) |mk−1| , |n0| ≥ (k−1) |mk−1|. in the former case, use (6.49) up to l = k−1

and further ∥∥∥∥∥∥∥∥
χR.τF(R) ·

k∏

j=1

φ j − χR.1

3∑

j=1

γ̃(k)R j

∥∥∥∥∥∥∥∥
S̃

(
(n0+

∑k
j=1

m j )|·|≥2

)

1

≤ 〈2(k − 1) |mk−1|〉2CkΛ0 ·
k−1∏

j=1

(
τ1+δ〈m j〉2

∥∥∥φ j

∥∥∥
S̃

(m j)

0

)
·
(
τ1+δ ‖φk‖S̃ (mk)

0

)

≤ Ck
1Λ0 ·

k−1∏

j=1

(
τ1+δ〈m j〉4

∥∥∥φ j

∥∥∥
S̃

(m j)

0

)
·
(
τ1+δ ‖φk‖S̃ (mk)

0

)
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from which the desired bound follows due to assumption (ii). In the case |n0| ≥ (k − 1) |mk−1| it suffices to

replace the factor 〈2(k − 1) |mk−1|〉 by 2|n0|. �

In a similar vein, we can bound products where each factor is a sum of different angular momentum

components:

Corollary 6.20. Assume that each φ j can be written as a sum of angular momentum l functions φ
(l)

j
satisfying

the bound

τ1+δ
∑

l∈Z
〈l〉4

∥∥∥∥φ(l)

j

∥∥∥∥
S̃

(l)

0

:= Λ j < ∞, j = 1, 2, . . . , k.

Further, assume that F is a sum of angular momentum l|·|≥2-functions F =
∑

l∈Z F(l) each of which has a

third order Taylor polynomial
∑3

j=1 γ
(l)
j

R j at R = 0 and such that

∑

l∈Z
〈l〉4



∥∥∥∥∥∥∥∥
χR.τF

(l) − χR.1

3∑

j=1

γ
(l)

j
R j

∥∥∥∥∥∥∥∥
S̃

(l|·|≥2)

1

+

3∑

j=1

∣∣∣∣γ(l)

j

∣∣∣∣

 := Λ0 < ∞.

If we then set

Ψ
(n)

k
:=

∑

l+
∑k

j=1 m j=n

F(l) ·
k∏

j=1

φ
(m j)

j
,

then each Ψ
(n)

k
admits a third order Taylor expansion

∑3
j=0 γ̃

(n)
j

R j around R = 0 and we have, with C3 a

universal constant, the bounds

∑

n∈Z
〈n〉4

∥∥∥∥∥∥∥∥
χR.τΨ

(n)

k
− χR.1

3∑

j=0

γ̃
(n)
j

R j

∥∥∥∥∥∥∥∥
S̃

(n|·|≥2)

1

≤ Ck
3Λ0

k∏

j=1

(
τ1+δΛ j

)
.

The same bound obtains if we subtract from the
∑3

j=0 γ̃
(n)
j

R j those terms γ̃
(n)

l
Rl with l ≥ |n|·|≥2 − 1|, l ≡

(n|·|≥2 − 1)mod(2), provided |n|·|≥2 − 1| ≤ 3. The exponent 4 may be replaced by p ≥ 4 throughout.

6.7. Control over all source terms for angular momenta |n| ≥ 2 and away from the light cone. We use

here the results of the preceding section to bound all the source terms arising in the equations for the angular

momenta |n| ≥ 2 in the interior of the light cone, away from the shock region. Dealing with the latter will

require a different set of estimates exploiting the fine structure of the shock on the light cone. We will be

using the equations (6.2)-(6.4). We observe that all terms on the right hand side of (6.3) with the exception

of the first term are linear in ε1,2, and in fact only depend on ε1,2(n). The fine structure of the correction

ǫ = ǫ(τ,R) in turn is adopted from the works [10,18], and we adopt the following function space essentially

from the latter reference:

Definition 6.21. Let b1 :=
(log(1+R2))

2

(tλ)2 , b2 =
1

(tλ)2 . Then we denote by

S m
(
Rk(log R)l

)

the class of analytic functions v : [0,∞) × [0, b0]2 −→ R, b0 > 0 a fixed small positive number, such that
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• v(R, b1, b2) vanishes to order m at R = 0, where we interpret b1 as a function of R and t.

• v admits a convergent expansion at R = ∞
v(R, b1, b2) =

∑

0≤ j≤l+i
i≥0

ci j(b1, b2)Rk−i(log R) j

and the functions ci j are analytic on [0, b0]2.

We observe that this class of functions captures precisely the corrections ǫ which define Q in the region

away from the light cone, say r < t
2
, provided m = 3, k = 1. Specifically, we have

Theorem 6.22. ( [10, 18]) The correction ǫ can be chosen in the form

χr< t
2
ǫ = ǫ1 + ǫ2

ǫ1 =

N∑

i=1

vi, v2k−1 ∈
1

(tλ)2k
S 3

(
R(log R)2k−1

)
, v2k ∈

1

(tλ)2k+2
S 3

(
R3(log R)2k−1

)

where N can be chosen arbitrarily large, and such that ǫ2 is a C∞ function admitting a Taylor expansion

around R = 0 in terms of odd powers of R, as well as the bounds

∥∥∥∇l
τ,Rǫ2

∥∥∥
L∞

dR

.l

1

(tλ)N1
,

for any l ≥ 0, where N1 = N1(N) grows linearly in N.

Using this structural ingredient, we can immediately bound all the linear terms in (6.3).

Proposition 6.23. Let |n| ≥ 2 and assume that ε is an angular momentum n function. Then denoting F j,

j = 1, . . . , 4 the final four terms in (6.3), we have the bounds (with ~ = 1
|n|+1

)

∥∥∥∥〈φ(R; ξ, ~), χr< t
2
F j〉L2

R dR

∥∥∥∥
S ~

1

.
1

τ2

∑

±
‖ε±(n)‖

S̃
(n)

0

,

where we recall that φ2(n) = i · (ǫ+(n) − ǫ−(n)), τ =
∫ ∞

t
λ(s) ds.

Proof. We give details for the estimate of the second term F2, as the others can be handled similarly. To

begin with, Theorem 6.22 implies that we have the bound∥∥∥∥∥∥∥∥
4

sin
[
Q + ǫ

2

]
sin

[
ǫ
2

]

R2

∥∥∥∥∥∥∥∥
L2

R dR
∩L∞

R dR

.
1

(tλ)2
,

∥∥∥∥∥∥∥∥
4〈R〉

sin
[
Q + ǫ

2

]
sin

[
ǫ
2

]

R2

∥∥∥∥∥∥∥∥
L∞

R dR

.
1

(tλ)2

Also, we can obviously write iε±,θ(n) = −nε±(n). Then we localize the output frequency to dyadic size

ξ ≃ λ and split the source term into the sum of two pieces:

χr< t
2
F2 = χr< t

2
4n

sin
[
Q + ǫ

2

]
sin

[
ǫ
2

]

R2
ε±,≥λ(n) + χr< t

2
4n

sin
[
Q + ǫ

2

]
sin

[
ǫ
2

]

R2
ε±,<λ(n) (6.50)

Correspondingly we have to bound two contributions:
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(i) Contribution of first term in (6.50). This is the expression

χξ≃λ

〈
φn(R; ξ), χr< t

2
4n

sin
[
Q + ǫ

2

]
sin

[
ǫ
2

]

R2
ε±,≥λ(n)

〉

L2
R dR

=
∑

µ≥λ
χξ≃λ

〈
φn(R; ξ), χr< t

2
4n

sin
[
Q + ǫ

2

]
sin

[
ǫ
2

]

R2
ε±,µ(n)

〉

L2
R dR

Using Plancherel’s theorem for the distorted Fourier transform, the triangle inequality as well as the point

wise bound above, we infer (recalling that λ(t) · t ∼ τ)
∥∥∥∥∥∥∥∥
χξ≃λ

〈
φn(R; ξ), χr< t

2
4n

sin
[
Q + ǫ

2

]
sin

[
ǫ
2

]

R2
ε±,≥λ(n)

〉

L2
R dR

∥∥∥∥∥∥∥∥
S ~

1

.

(λ~2)1− δ
2 ·

〈
λ~2

〉δ+ 3
2

λ
1
2

∑

µ≥λ

∥∥∥∥∥∥∥∥
χr< t

2
4n

sin
[
Q + ǫ

2

]
sin

[
ǫ
2

]

R2
ε±,µ(n)

∥∥∥∥∥∥∥∥
L2

R dR

.
1

τ2
(λ~2)

1
2
− δ

2 ·
〈
λ~2

〉δ+ 3
2
∑

µ≥λ

∥∥∥〈R〉−1ε±,µ(n)
∥∥∥

L2
R dR

The last term can be bounded by taking advantage of Proposition 6.8: letting x(ξ) denote the distorted

Fourier transform of ε± as angular momentum-n function, we have

1

τ2
(λ~2)

1
2
− δ

2 · 〈λ~2〉δ+ 3
2

∑

µ≥λ

∥∥∥〈R〉−1ε±,µ(n)
∥∥∥

L2
R dR

.
1

τ2
(λ~2)

1
2
− δ

2 · 〈λ~2〉δ+ 3
2

∑

µ≥λ
|n|−1

∥∥∥∥ξ
1
2 x

∥∥∥∥
L2

dξ
(ξ≃µ)

.
1

τ2

∑

µ≥λ

(
λ

µ

)1− δ
2

· ‖x‖S ~
0
(ξ≃µ) .

Finally, exploiting orthogonality, we infer the bound
∥∥∥∥∥∥∥∥

〈
φn(R; ξ), χr< t

2
4n

sin
[
Q + ǫ

2

]
sin

[
ǫ
2

]

R2
ε±,≥λ(n)

〉

L2
R dR

∥∥∥∥∥∥∥∥
S ~

1

.


∑

λ

∥∥∥∥∥∥∥∥
χξ≃λ

〈
φn(R; ξ), χr< t

2
4n

sin
[
Q + ǫ

2

]
sin

[
ǫ
2

]

R2
ε±,≥λ(n)

〉

L2
R dR

∥∥∥∥∥∥∥∥

2

S ~
1



1
2

. τ−2


∑

λ


∑

µ≥λ

(
λ

µ

)1− δ
2

· ‖x‖S ~
0
(ξ≃µ)



2


1
2
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. τ−2


∑

λ

∑

µ≥λ

(
λ

µ

)1− δ
2

· ‖x‖2
S ~

0
(ξ≃µ)



1
2

. τ−2 ‖x‖S ~
0
,

which confirms the estimate of the proposition for this contribution.

(ii) Contribution of second term in (6.50). This case is more delicate, and we have to distinguish between

different output frequency regimes.

(ii.a) ~2λ < 1. Here know that ε±,<λ(n) is in a low frequency regime, and we have to avoid losing factors

~
−1 when bounding this term. For this we take again advantage of Proposition 6.8 but use a multiplier 〈R〉−2+

this time, exploiting the fact that
∣∣∣∣∣∣∣∣

sin
[
Q + ǫ

2

]
sin

[
ǫ
2

]

R2

∣∣∣∣∣∣∣∣
. τ−2〈R〉−2.

Then we obtain
∥∥∥∥∥∥∥∥

〈
χξ≃λφn(R; ξ), χr< t

2
4n

sin
[
Q + ǫ

2

]
sin

[
ǫ
2

]

R2
ε±,<λ(n)

〉

L2
R dR

∥∥∥∥∥∥∥∥
S ~

1

. τ−2(λ~2)
1
2
− δ

2 ·
∥∥∥〈R〉−2ε±,<λ(n)

∥∥∥
L2

R dR

. τ−2(λ~2)
1
2
− δ

2 · ‖x‖S ~
0
(ξ<λ) .

This can be l1-summed over dyadic scales λ < ~−2, giving the desired bound.

(ii.b) ~2λ ≥ 1. Here we perform integration by parts in order to absorb the outer weight into the expres-

sion. Importantly, observe that there will be no issues with boundary values at R = 0 since we use the same

angular momentum for the output as well as for the factor ε±,<λ(n). Write

χξ≃λ

〈
φn(R; ξ), χr< t

2
4n

sin
[
Q + ǫ

2

]
sin

[
ǫ
2

]

R2
ε±,<λ(n)

〉

L2
R dR

= ξ−3χξ≃λ

〈
φn(R; ξ),

(
H±n

)3

χr< t
2
4n

sin
[
Q + ǫ

2

]
sin

[
ǫ
2

]

R2
ε±,<λ(n)


〉

L2
R dR

=
∑

i+ j+k=6

Ci, j,kξ
−3χξ≃λ

〈
φn(R; ξ), ∂i

R

χr< t
2
4n

sin
[
Q + ǫ

2

]
sin

[
ǫ
2

]

R2


(

n

R

) j

∂k
Rε±,<λ(n)

〉

L2
R dR
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To bound the expression on the right in the inner product, we use that

〈R〉2−δ
∣∣∣∣∣∣∂

i
R

[
χr< t

2
4n

sin[Q + ǫ
2
] sin[ ǫ

2
]

R2

]∣∣∣∣∣∣ .i,δ

1

τ2

for any i ≥ 0, and so we have the bound
∥∥∥∥∥∥∥∥
∂i

R

χr< t
2
4n

sin
[
Q + ǫ

2

]
sin

[
ǫ
2

]

R2


(

n

R

) j

∂k
Rε±,<λ(n)

∥∥∥∥∥∥∥∥
L2

R dR

. τ−2n

∥∥∥∥∥∥〈R〉
−2+ δ

2

(
n

R

) j

∂k
Rε±,<λ(n)

∥∥∥∥∥∥
L2

R dR

It follows that
∥∥∥∥∥∥∥∥
χξ≃λ

〈
φn(R; ξ), χr< t

2
4n

sin
[
Q + ǫ

2

]
sin

[
ǫ
2

]

R2
ε±,<λ(n)

〉

L2
R dR

∥∥∥∥∥∥∥∥
S ~

1

. τ−2 (λ~2)
1
2
− δ

2 〈λ~2〉δ+ 3
2

λ3
·

∑

j+k≤6

∥∥∥∥∥∥〈R〉
−2+δ

(
n

R

) j

∂k
Rε±,<λ(n)

∥∥∥∥∥∥
L2

R dR

. τ−2 (λ~2)
1
2
− δ

2 〈λ~2〉δ+ 3
2

λ3
·

∑

j+k≤6

∥∥∥∥min{(ξ~2)1− δ
2 , 1}ξ

j+k

2 x(ξ)
∥∥∥∥

L2
dξ

(ξ<λ)

. τ−2
∑

µ<λ

(
µ

λ

)1− δ
2 · ‖x(ξ)‖S ~

0
(ξ≃µ) .

The desired estimate follows from this by square summing over dyadic scales λ ≥ ~−2 and applying the

Cauchy-Schwarz inequality and orthogonality in the usual manner. �

The preceding proposition reveals that in order to control the right hand side in (6.3), it suffices to deal

with the more difficult first term λ−2N±(n), which contains all the nonlinear interactions. We commence by

estimating the second and third term on the right hand side in (6.4). Recall that U = Q + ǫ.

Proposition 6.24. For n1, n2 arbitrary integers, let φ be an angular momentum n1 function and ψ and

angular momentum n2 function in the sense of Prop. 6.14. Further, let n3, |n3| ≥ 2, be an integer satisfying

either (i) n1 ≃ n3 and |n2| . |n1|, or (ii) |n3| ≪ |n1| and n1 ≃ −n2, or (iii) |n3| ≫ |n1| and n3 ≃ n2. Then if

min{|n1|, |n2|} ≫ 1, the functions

F1 := χR≪τUR · φ ·ψR, F2 = χR≪τ

(
∂τ +

λτ

λ
R∂R

)
U · φ ·

(
∂τ +

λτ

λ
R∂R

)
ψ, F3 = χR≪τ

2 sin U

R2
(n1 − n2)φ ·ψ

satisfy the bound

‖Fl‖S̃ (n3)

1

. 〈min{|n1|, |n2|}〉6 ‖φ‖S̃ (n1)

0

· ‖ψ‖
S̃

(n2)

0
∩S̃

(n2)

1

.
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If |n j| . 1 for all j, then the Fl admit third order Taylor expansions around R = 0 of the form P
(l)

3
=

∑3
j=0 γ

(l)

j
R j, l = 1, 2, 3, with ∑

j

∣∣∣∣γ(l)

j

∣∣∣∣ . ‖φ‖S̃ (n1)

0

· ‖ψ‖
S̃

(n2)

0
∩S̃

(n2)

1

,

and such that we have the bounds∥∥∥∥∥∥∥∥
Fl − χR.1

3∑

j=0

γ
(l)

j
R j

∥∥∥∥∥∥∥∥
S̃

(n3)

1

. ‖φ‖
S̃

(n1)

0

· ‖ψ‖
S̃

(n2)

0
∩S̃

(n2)

1

.

Remark 6.25. The reason for the form of F3 is the term

2 sin U

R2

2∑

j=1

ϕ jϕ j,θ =
2 sin U

R2
(ε+ε−)θ ,

which occurs up to a small perturbative factor in (6.4) and where we recall the relation ε+ = ε−. Expanding

out ε± in angular Fourier modes, we observe that there is a delicate cancellation in this term at R = 0, since

the product ei(n+m)θ)ε+(n)ε−(m) does not vanish at R = 0 precisely in the case n = −m = 1, in which case

the θ-derivative vanishes.

Proof. We give details for the expressions F1,3, the remaining F2 being handled similarly.

(1): Bounding F1. We distinguish between different situations involving the angular momentum and reg-

ular frequencies.

(1.1): max{|n j|} ≫ 1. Trivial Taylor polynomial for output. Localizing the output frequency ξ ≃ λ for

dyadic λ, we need to estimate ∥∥∥∥χξ≃λ
〈
φn3

(R; ξ), χR≪τUR · φ · ψR

〉
L2

R dR

∥∥∥∥
S
~3
1

,

where the output angular momentum n3 is constrained by conditions (i) - (iii) in the statement of the propo-

sition. Then decompose the expression as follows:

χξ≃λ
〈
φn3

(R; ξ), χR.τURφψR

〉
L2

R dR
= χξ≃λ

〈
φn3

(R; ξ), χR≪τURφψR,≥λ
〉

L2
R dR

+ χξ≃λ
〈
φn3

(R; ξ), χR≪τURφ≥λψR,<λ

〉
L2

R dR

+ χξ≃λ
〈
φn3

(R; ξ), χR≪τURφ<λψR,<λ

〉
L2

R dR

(6.51)

We use the simple bound |UR| . 〈R〉−2. Then the first term on the right is bounded by∥∥∥∥χξ≃λ
〈
φn3

(R; ξ), χR≪τURφψR,≥λ
〉

L2
R dR

∥∥∥∥
S
~3
1

. ~3(λ~2
3)

1
2
− δ

2 · 〈λ~2
3〉δ+

3
2 ·

∥∥∥χR≪τURφψR,≥λ
∥∥∥

L2
R dR

.

Then in situations (iii) we have |n3| & |n2| ≥ |n1|, and taking advantage of Lemma 6.9 and integrating ∂Rφ in

R, we infer in this case the bound

~3(λ~2
3)

1
2
− δ

2 · 〈λ~2
3〉δ+

3
2 ·

∥∥∥χR≪τURφψR,≥λ
∥∥∥

L2
R dR
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. ‖URφ‖L∞
R dR
· ~3(λ~2

3)
1
2−

δ
2 · 〈λ~2

3〉δ+
3
2

∥∥∥ψR,≥λ
∥∥∥

L2
R dR

. |n1|
1
2
+δ ‖φ1‖S̃ (n1)

0

·
∑

µ≥λ

(
λ

µ

) 1
2
− δ

2

· ‖x2‖S ~2
0

(ξ≃µ)
,

where x2 stands for the Fourier transform of ψ interpreted as angular momentum n2-function, while in case

(i), exploiting the bound

~3 ‖URφ‖L∞
R dR
. ‖x1‖S ~1

0

,

we get

~3(λ~2
3)

1
2
− δ

2 · 〈λ~2
3〉δ+

3
2 ·

∥∥∥χR≪τURφψR,≥λ
∥∥∥

L2
R dR

. |n2| ‖φ1‖S̃ (n1)

0

·
∑

µ≥λ

(
λ

µ

) 1
2−

δ
2

· ‖x2‖S ~2
0

(ξ≃µ)
.

In the remaining case (ii), we have |n3| ≪ |n1| ≃ |n2|, and so we can bound

~3(λ~2
3)

1
2
− δ

2 · 〈λ~2
3〉δ+

3
2 ·

∥∥∥χR≪τURφψR,≥λ
∥∥∥

L2
R dR

. ‖URφ‖L∞
R dR
· ~3(λ~2

3)
1
2
− δ

2 · 〈λ~2
3〉δ+

3
2

∥∥∥ψR,≥λ
∥∥∥

L2
R dR

. |n1|
1
2
+δ ‖φ1‖S̃ (n1)

0

· |n2|5+δ
∑

µ≥λ

(
λ

µ

) 1
2−

δ
2

· ‖x2‖S ~2
0

(ξ≃µ)

. |n1|6 ‖φ1‖S̃ (n1)

0

·
∑

µ≥λ

(
λ

µ

) 1
2
− δ

2

· ‖x2‖S ~2
0

(ξ≃µ)
.

The desired bound follows for this case by square-summing over dyadic λ and exploiting Cauchy-Schwarz

and orthogonality.

In order to bound the second term in (6.51), use that according to Prop. 6.8 we have
∥∥∥〈R〉−1φ≥λ

∥∥∥
L2

R dR

. |n1|−1
∥∥∥∥ξ

1
2 x1

∥∥∥∥
L2

dξ

,

and so in situations (i) we have the bound

~3(λ~2
3)

1
2
− δ

2 · 〈λ~2
3〉δ+

3
2 · ‖URφ≥λ‖L2

R dR
. ~3

∑

µ≥λ

(
λ

µ

) 1
2
− δ

2

· ‖x1‖S ~1
0

(ξ≃µ)
,

and so using ~3

∥∥∥ψR,<λ

∥∥∥
L∞

R dR

. |n2|
1
2
+δ ‖x2‖S ~2

0

according to Lemma 6.9, we get the bound

∥∥∥∥χξ≃λ
〈
φn3

(R; ξ), χR≪τURφ≥λψR,<λ

〉
L2

R dR

∥∥∥∥
S
~3
1

. |n2|
1
2
+δ · ‖x2‖S ~2

0

·
∑

µ≥λ

(
λ

µ

) 1
2
− δ

2

· ‖x1‖S ~1
0

(ξ≃µ)
.
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In situation (iii), we use (Lemma 6.9)

~
2−δ
3

∥∥∥ψR,<λ

∥∥∥
L∞

R dR

. ‖x2‖S ~2
0

as well as (Prop. 6.8)

λ
1
2
− δ

2 · 〈λ~2
3〉δ+

3
2 · ‖URφ≥λ‖L2

R dR
. |n1|1−δ ·

∑

µ≥λ

(
λ

µ

) 1
2
− δ

2

· ‖x1‖S ~1
0

(ξ≃µ)
,

in order to infer the bound ∥∥∥∥χξ∼λ
〈
φn3

(R; ξ), χR≪τURφ≥λψR,<λ

〉
L2

R dR

∥∥∥∥
S
~2
1

. |n1|1−δ · ‖x2‖S ~2
0

·
∑

µ≥λ

(
λ

µ

) 1
2
− δ

2

· ‖x1‖S ~1
0

(ξ≃µ)
,

while case (ii) is treated as for the first term in (6.51). The desired bound again follows for this case by

square-summing over dyadic λ and exploiting Cauchy-Schwarz and orthogonality.

The last term in (6.51) is treated in the customary fashion by integration by parts (the fact that we assume

high vanishing at the origin in case (1.1) preventing problems with boundary terms at R = 0), and we omit

the details.

(1.2): max{|n j|} . 1. Here we have to take advantage of subtracting off the Taylor polynomial around

R = 0. We shall treat the exceptional case when n j ∈ {0,±1}, j = 1, 2. This means we assume that φ, ψ admit

representations in terms of the root/resonant modes φn as detailed in the statement of Proposition 6.14:

φ = c1 · φn1
(R) + φn1

(R) ·
∫ R

0

[
φn1

(s)
]−1Dφ(s) ds, ψ = c2 · φn2

(R) + φn2
(R) ·

∫ R

0

[
φn2

(s)
]−1 D̃φ(s) ds

Also, observe that by assumption we set n3 = O(1). To begin with, the case when φ = c1 · φn1
(R),

ψ = c2 · φn2
(R), is easy to handle. In this case the third order Taylor polynomial

∑3
j=0 γ jR

j around R = 0 of

χR≪τURφψR satisfies ∑

j

∣∣∣γ j

∣∣∣ .
∏

k=1,2

|ck | .

We then need to verify the bound
∥∥∥∥∥∥∥∥
χR≪τURφψR − χR.1

3∑

j=0

γ jR
j

∥∥∥∥∥∥∥∥
S
~3
1

.

∏

k=1,2

|ck | ,

which in light of the smoothness properties of the resonances/root modes reduces to verifying sufficient

decay in R. In fact, we have
∥∥∥∥∥∥∥∥∥

〈
φn3

(R; ξ), χR≪τURφψR − χR.1

3∑

j=0

γ jR
j

〉

L2
R dR

∥∥∥∥∥∥∥∥∥
S
~3
1
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≤

∥∥∥∥∥∥∥∥∥

〈
φ(R; ξ, ~3), χR≪τURφψR − χR.1

3∑

j=0

γ jR
j

〉

L2
R dR

∥∥∥∥∥∥∥∥∥
S
~3
1

(ξ<~−2
3

)

+

∥∥∥∥∥∥∥∥∥

〈
φn3

(R; ξ), χR≪τURφψR − χR.1

3∑

j=0

γ jR
j

〉

L2
R dR

∥∥∥∥∥∥∥∥∥
S
~3
1

(ξ≥~−2
3

)

,

and the first term on the right can be bounded by neglecting the weight defining ‖·‖
S
~3
1

and using Plancherel’s

theorem for the distorted Fourier transform:
∥∥∥∥∥∥∥∥

〈
φn3

(R; ξ), χR≪τURφψR − χR.1

3∑

j=0

γ jR
j

〉∥∥∥∥∥∥∥∥
S
~3
1

(ξ<~−2
3

)

.

∏

k=1,2

|ck | ·

∥∥∥∥∥∥∥∥
χR≪τURφn1

φn2,R − χR.1

3∑

j=0

γ jR
j

∥∥∥∥∥∥∥∥
L2

R dR

.

∏

k=1,2

|ck | .

For the second, large frequency contribution above, we use integration by parts: the fourth order vanishing

of the term on the right in the inner product implies that

〈
φn3

(R; ξ), χR≪τURφψR − χR.1

3∑

j=0

γ jR
j

〉

L2
R dR

= ξ−2

〈
φn3

(R; ξ),
(
H±n3

)2

χR≪τURφψR − χR.1

3∑

j=0

γ jR
j



〉

L2
R dR

Then we have the simple bound
∣∣∣∣∣∣∣∣

(
H±n3

)2

χR≪τURφψR − χR.1

3∑

j=0

γ jR
j



∣∣∣∣∣∣∣∣
.

1

〈R〉8
·
∏

k=1,2

|ck | ,

and using the asymptotics of φn3
(R; ξ) both in the oscillatory and non-oscillatory regime as well as simple

integration by parts, we infer the bound
∣∣∣∣∣∣∣∣∣
ξ−2

〈
φn3

(R; ξ),
(
H±n3

)2

χR≪τURφψR − χR.1

3∑

j=0

γ jR
j



〉

L2
R dR

∣∣∣∣∣∣∣∣∣
. ξ−3〈log ξ〉 · n4

3

∏

k=1,2

|ck | .

We conclude that
∥∥∥∥∥∥∥∥∥

〈
φn3

(R; ξ), χR≪τURφψR − χR.1

3∑

j=0

γ jR
j

〉

L2
R dR

∥∥∥∥∥∥∥∥∥
S
~3
1

(ξ≥~−2
3

)
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.

∏

k=1,2

|ck | ·
∥∥∥∥~3(ξ~2

3)
1
2
− δ

2 〈ξ~2
3〉δ+

3
2 · ξ−3〈log ξ〉

∥∥∥∥
L2

dξ
(ξ>~−2

3
)

.

∏

k=1,2

|ck | .

Next we consider the mixed case, where, say,

φ = φn1
(R) ·

∫ R

0

[φn1
(s)]−1Dφ(s) ds,

while ψ = c2φn2
(R) is a multiple of the root/resonant mode. By Proposition 6.14 (See (6.30)), the third order

Taylor polynomial
∑3

j=0 γ jR
j of χR≪τURφψR around R = 0 satisfies the bound (here n ∈ {0,±1}, and x1

refers to the distorted Fourier coefficient at the level of Dφ)
∑

j

∣∣∣γ j

∣∣∣ . |c2| · ‖x1‖S ~1
0

,

The low frequency regime of the expression is again straightforward to estimate, since
∥∥∥∥∥∥∥∥∥

〈
φn3

(R; ξ), χR≪τURφψR − χR.1

3∑

j=0

γ jR
j

〉

L2
R dR

∥∥∥∥∥∥∥∥∥
S
~3
1

(ξ<~−2
3

)

. ‖x1‖S ~1
0

· |c2| ,

where we have used the fact that

‖URφ‖L2
R dR
.

∥∥∥〈R〉−(1−δ)φ
∥∥∥

L2
R dR

. ‖x1‖S ~1
0

,

recalling the proof of Prop. 6.12, as well as the bound
∥∥∥∥χR.1

∑3
j=0 γ jR

j
∥∥∥∥

L2
R dR

. ‖x1‖S ~1
0

· |c2|. For the large

frequency contribution, the interplay of the output frequency and the frequency of φ needs to be analyzed.

Restricting the output frequency to dyadic scale λ ≥ ~−2
3

, we have

χξ≃λ

〈
φn3

(R; ξ), χR≪τURφψR − χR.1

3∑

j=0

γ jR
j

〉

L2
R dR

= χξ≃λ
〈
φn3

(R; ξ), χR≪τURφ≥λψR

〉
L2

R dR

+ χξ≃λ

〈
φn3

(R; ξ), χR≪τURφ<λψR − χR.1

3∑

j=0

γ jR
j

〉

L2
R dR

(6.52)

To bound the first term on the right, we integrate by parts twice, using the fact that our choice for φ means

that φ≥λ vanishes to order at least two at the origin. This gives

χξ≃λ
〈
φn3

(R; ξ), χR≪τURφ≥λψR

〉
L2

R dR

= λ−1χξ≃λ
〈
φ(R; ξ, ~3), H±n3

[
χR≪τURφ≥λψR

]〉
L2

R dR

= λ−1χξ≃λ
〈
φn3

(R; ξ), H±n3

[
χR≪τURψR

]
φ≥λ

〉
L2

R dR



A STABILITY THEORY BEYOND THE CO-ROTATIONAL SETTING FOR CRITICAL WAVE MAPS BLOW UP 203

+
∑

i+ j=2
j≥1

Ci, jλ
−1χξ≃λ

〈
φn3

(R; ξ), ∂i
R (χR≪τURψR)

(
∂

j

R
φn(R)

) (∫ R

0

[φn(s)]−1Dφ≥λ(s) ds

)〉

L2
R dR

+ λ−1χξ≃λ
〈
φn3

(R; ξ), ∂R

[
χR≪τURψRDφ≥λ(R)

]〉
L2

R dR

=:

3∑

l=1

Al.

To bound A1, use a simple variation on Prop. 6.12 which is
∥∥∥〈R〉−2φ≥λ

∥∥∥
L∞

R dR

.

∑

µ≥λ

∥∥∥∥ξ
[
ρ̃n1

(ξ)
] 1

2 x1(ξ)
∥∥∥∥

L2
dξ

(ξ≃µ)
,

and so we infer the bound (recall that the output frequency is restricted to ξ ≥ ~−2
3

)

‖A1‖S ~3
1

. λ1+ δ
2 ·

∥∥∥〈R〉2H±n3

[
χR≪τURψR

]∥∥∥
L2

R dR

·
∥∥∥〈R〉−2φ≥λ

∥∥∥
L∞

R dR

. |c2|
∑

µ≥λ

(
λ

µ

)1+ δ2

· ‖x1‖S (n1)

0
(ξ≃µ)

The term A2 leads to a similar bound, we omit the details. As for the last term A3, expand it as follows

A3 = λ
−1χξ≃λ

〈
φn3

(R; ξ), ∂R

[
χR≪τURψR

]Dφ≥λ(R)
〉

L2
R dR

+ λ−1χξ≃λ
〈
φn3

(R; ξ), χR≪τURψR∂R

[Dφ≥λ(R)
]〉

L2
R dR

Then use Prop. 6.7 to conclude that

‖Dφ≥λ(R)‖L2
R dR
. ‖x1‖L2

dξ
(ξ≥λ) ,

∥∥∥∂R

[Dφ≥λ(R)
]∥∥∥

L2
R dR

.

∥∥∥∥ξ
1
2 x1

∥∥∥∥
L2

dξ
(ξ≥λ)

,

and so we can crudely bound

‖A3‖S ~3
1

.

∥∥∥〈∂R〉
[
χR≪τURψR

]∥∥∥
L∞

R dR

· λ1+ δ
2 ·

∥∥∥∥ξ
1
2 x1

∥∥∥∥
L2

dξ
(ξ≥λ)

. |c2| ·
∑

µ≥λ

(
λ

µ

)1+ δ
2

‖x1‖S ~1
0

(ξ≃µ)

Combining the preceding bounds for A j, j = 1, 2, 3, and square-summing over λ as well as exploiting

Cauchy-Schwarz and orthogonality gives the desired bound for the contribution of the first term on the right

in (6.52).

Consider then the second term in (6.52), where we have to take advantage of a partial cancellation between

the principal term and the truncated Taylor polynomial. To begin with, observe that in the case n = −1, the

third order Taylor polynomial at R = 0 is trivial, since
∣∣∣∣∣∣φ−1(R) ·

∫ R

0

[
φ−1(s)

]−1D−1φ(s) ds

∣∣∣∣∣∣ . R4+δ ‖x1‖S (n1)

0
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Thus in this case a direct integration by parts argument works:

χξ≃λ

〈
φn3

(R; ξ), χR≪τURφ<λψR − χR.1

3∑

j=0

γ jR
j

〉

L2
R dR

= χξ≃λ
〈
φn3

(R; ξ), χR≪τURφ<λψR

〉
L2

R dR

= λ−2χξ≃λ

〈
φn3

(R; ξ),
(
H±n3

)2 [
χR≪τURφ<λψR

]〉

L2
R dR

Expand

(
H±n3

)2 [
χR≪τURφ<λψR

]

=
∑

i+ j=4

Ci, j

(
n3

R

)i

∂
j

R
(χR≪τURψRφ−1(R)) ·

∫ R

0

[
φ−1(s)

]−1D−1φ<λ(s) ds

+
∑

i+ j+k=4
k≥1

Ci, j,k

(
n3

R

)i

∂
j

R
(χR≪τURψRφ−1(R)) · ∂k−1

R

([
φ−1(R)

]−1D−1φ<λ(R)
)
,

and we have the crude bound (compare Prop. 6.12 and its proof)
∣∣∣∣∣∣〈R〉

−1

∫ R

0

[
φ−1(s)

]−1D−1φ<λ(s) ds

∣∣∣∣∣∣ . ‖x1‖S (−1)

0
(ξ<λ)

,

while for the second term we have the more sophisticated bound (under the constraint i + j + k = 4)
∣∣∣∣∣∣
(
n3

R

)i

∂
j

R
(χR≪τURψRφ−1(R)) ∂k−1

R

([
φ−1(R)

]−1D−1φ<λ(R)
)∣∣∣∣∣∣ . |c2| · ‖x1‖S (−1)

0
(ξ<λ)

.

Back to the inner product 〈·〉L2
R dR

, we split this via a smooth cutoff into the regions Rλ
1
2 < 1, Rλ

1
2 ≥ 1, and

perform further integration by parts as needed in the latter region(of course without generating boundary

terms). This finally leads to the bound
∣∣∣∣∣∣λ
−2χξ≃λ

〈
φn3

(R; ξ),
(
H±n3

)2 [
χR≪τURφ<λψR

]〉

L2
R dR

∣∣∣∣∣∣ . λ
−3 · ‖x1‖S (−1)

0
(ξ<λ)
· |c2| .

If we now apply the ‖ · ‖
S
~3
1

-norm to this term and neglect the weight ~3 ≃ 1, we obtain

∥∥∥∥∥∥λ
−2χξ≃λ

〈
φn3

(R; ξ),
(
H±n3

)2 [
χR≪τURφ<λψR

]〉

L2
R dR

∥∥∥∥∥∥
S
~3
1

. λ
5
2
+ δ

2 · λ−3 · ‖x1‖S (−1)

0
(ξ<λ)
· |c2|

This can then even be l1-summed over dyadic scales λ ≥ ~−2
3

to result in the desired bound.
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Let us next consider the case n1 = 1, where the Taylor polynomial of third order is not necessarily trivial.

Then we write

χR≪τURφ<λψR − χR.1

3∑

j=0

γ jR
j = χ1.R≪τURφ<λψR

+ χR.1URψRφ1(R) ·
∫ R

0

[
φ1(s)

]−1D1φ<λ(s) ds − χR.1

3∑

j=0

γ jR
j,

where throughout all cutoffs χ1.R≪τ are chosen smoothly. Then the contribution of the first term on the

right, which is

χξ≃λ
〈
φn3

(R; ξ), χ1.R≪τURφ<λψR

〉
L2

R dR
,

can be handled in the customary fashion by shifting three copies of H±n3
from left to right, since the term

vanishes in a neighborhood of R = 0, and we omit the details. For the second term on the right, we note that

here in fact
∑3

j=0 γ jR
j = γ2R2 or γ3R3(depending on n2), and we have

χR.1URψRφ1(R) ·
∫ R

0

[
φ1(s)

]−1D1φ<λ(s) ds − χR.1

3∑

j=0

γ jR
j

= χR.1URψRφ1(R) ·
∫ R

0

[
φ1(s)

]−1 D̃1φ<λ(s) ds + E,

(6.53)

and where we define the expression D̃1φ<λ(s) as

D̃1φ<λ(s) =

∫ ∞

0

χξ<λ

[
φ1(s, ξ) − π

4
s

]
x1(ξ)ρ̃1(ξ) dξ,

and we recall that π
4

s is the linear part of φ(s, ξ) near s = 0. Then we claim that both terms in (6.53) lead

to good contributions. In fact, for the first term, splitting the inner product 〈·〉L2
R dR

smoothly into the ranges

Rλ
1
2 < 1,Rλ

1
2 > 1 and performing integration by parts in the second regime as needed, and using the bound

∣∣∣∣∣∣χR.1URψRφ1(R) ·
∫ R

0

[
φ1(s)

]−1 D̃1φ<λ(s) ds

∣∣∣∣∣∣ . R4 · ‖x1‖S ~1
0

as well as simple analogues for its derivatives, we infer
∣∣∣∣∣∣∣
χξ≃λ

〈
φn3

(R; ξ), χR.1URψRφ1(R) ·
∫ R

0

[
φ1(s)

]−1 D̃1φ<λ(s) ds

〉

L2
R dR

∣∣∣∣∣∣∣
. λ−3 · |c2| ·

∥∥∥x1

∥∥∥
S
~1
0

,

which in combination with Hölder’s inequality gives
∥∥∥∥∥∥∥
χξ≃λ

〈
φn3

(R; ξ), χR.1URψRφ1(R) ·
∫ R

0

[
φ1(s)

]−1 D̃1φ<λ(s) ds

〉

L2
R dR

∥∥∥∥∥∥∥
S
~3
1

. λ−
1
2
+ δ

2 · |c2| · ‖x1‖S ~1
0

.
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This bound can again be l1-summed over dyadic scales λ ≥ ~−2
3

. It remains to deal with the term E in (6.53).

Assuming n2 = ±1 to be concrete(the case n2 = 0 being handled analogously), this term can be written as

E = χR.1URψRφ1(R) ·
∫ R

0

[
φ1(s)

]−1 · π
4

s ds ·
∫ ∞

0

χξ<λx1(ξ)ρ̃1(ξ) dξ

− χR.1UR(0)RψRR(0)φ1(0) ·
∫ R

0

π

4
s ds ·

∫ ∞

0

χξ<λx1(ξ)ρ̃1(ξ) dξ

− χR.1UR(0)RψRR(0)φ1(0) ·
∫ R

0

π

4
s ds ·

∫ ∞

0

χξ≥λx1(ξ)ρ̃1(ξ) dξ

The difference of the first two terms is a C∞ function on [0,∞) of size O|c2 |‖x1‖
S
~1
0

(
R4

)
near the origin, and

its contribution is handled analogously to the one of the first term on the right in (6.53). There remains the

contribution of the last term, which is a smooth function of size

O|c2 |·‖x1‖
S
~1
0

(
λ−1− δ

2 R3
)
.

Calling this last term E3, we then conclude that
∣∣∣∣χξ≃λ

〈
φn3

(R; ξ), E3

〉
L2

R dR

∣∣∣∣ . |c2| · ‖x1‖S ~1
0

· λ− 7
2
− δ

2 ,

from which the desired ‖ · ‖
S
~3
1

follows as usual via Hölder and summation over dyadic scales λ ≥ ~−2
3

.

The case when φ = c1φn1
(R) but ψ = φn2

(R) ·
∫ R

0

[
φn2

(s)
]−1 D̃φ(s) ds is handled analogously, as is the case

when both φ, ψ are of the latter form. This concludes case (1.2) and thereby case (1), i.e. bounding the term

F1.

(2): Bounding F3. This is largely analogous to the bound for F1, since
∣∣∣ sin U

R

∣∣∣ has the same asymptotics

as R→ 0 or R→ ∞ as |UR|, and ψR gets replaced by (n1 − n2)
ψ

R
or (n1 − n2)

φ

R
. As remarked earlier after the

statement of the proposition, the precise choice of the coefficient n1 − n2 ensures that the function is never

singular at R = 0. �

Corollary 6.26. Assume that φ =
∑

n∈Z φ
(n), where φ(n) is an angular momentum n function, and similarly

ψ =
∑

m∈Z ψ
(m), and we assume the bound

∑

n

〈n〉12
∥∥∥φ(n)

∥∥∥
S̃

(n)

0
∩S̃

(n)

1

= Λ1 < ∞,
∑

m

〈m〉12
∥∥∥ψ(m)

∥∥∥
S̃

(n)

0
∩S̃

(n)

1

= Λ2 < ∞.

Then if

Fl = Fl(φ, ψ) =
∑

n,m

Fl(φ
(n), ψ(m)) =

∑

k

∑

n+m=k

Fl(φ
(n), ψ(m)) =:

∑

k

F
(k)

l

where Fl is one of the bilinear expressions in Proposition 6.24, with n,m replacing n1, n2 if l = 3, then for

each k the function F
(k)

l
admits a third order Taylor expansion

3∑

j=0

γ
(l,k)
j

R j
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around 0 and we have

∑

k∈Z
〈k〉12



∥∥∥∥∥∥∥∥
χR.τF

(k)

l
− χR.1

3∑

j=0

γ
(l,k)
j

R j

∥∥∥∥∥∥∥∥
S̃

k|·|≥2
1

+
∑

j

∣∣∣∣γ(l,k)
j

∣∣∣∣

 .
∏

j=1,2

Λ j.

We can now control the second and third term on the right in (6.4). For this we have to keep in mind that

the angular decompositions and estimates will be at the level of the functions ε±, which in turn determine

the functions ϕ1,2 by means of

ϕ1 =
1

2
[ε+ + ε−] , ϕ2 =

1

2i
[ε− − ε+] .

Then we decompose

ε+ =
∑

n∈Z
ε+(n)einθ , ε− =

∑

n∈Z
ε−(m)eimθ, (6.54)

where ε+(n) is an angular momentum n function in reference to H+n , while ε−(m) is an angular momentum

m function in reference to H−m. We shall assume the bounds
∑

n∈Z
〈n〉12 ‖ε+(n)‖

S̃
(n)

0
∩S̃

(n)

1

+
∑

m∈Z
〈m〉12 ‖ε−(m)‖

S̃
(m)

0
∩S̃

(m)

1

=: Λ < ∞. (6.55)

Furthermore, we shall impose the smallness condition

τ1+δΛ ≪ 1. (6.56)

Proposition 6.27. Denote by F1,2 the functions

F1 = χR≪τ
2√

1 − |ΠΦ⊥ϕ|2

UR

2∑

j=1

ϕ jϕ j,R −
(
∂τ +

λτ

λ
R∂R

)
U

2∑

j=1

ϕ j

(
∂τ +

λτ

λ
R∂R

)
ϕ j



F2 =
2 sin U

R2

√
1 − |ΠΦ⊥ϕ|2

2∑

j=1

ϕ jϕ j,θ

Then assuming (6.55), (6.56), and setting

F j =
∑

n

F
(n)

j
einθ , j = 1, 2.

we have the bound

∑

n∈Z
〈n〉12



∥∥∥∥∥∥∥
F

(n)

j
− χR.1

3∑

l=0

γ
(n, j)

l
Rl

∥∥∥∥∥∥∥
S̃

(n|·|≥2)

1

+

3∑

l=0

∣∣∣∣γ(n, j)

l

∣∣∣∣

 . Λ
2.

where
∑3

l=0 γ
(n, j)

l
Rl is the third order Taylor development of F

(n)

j
at R = 0. The same bound obtains if

we subtract from the
∑3

l=0 γ
(n, j)

l
Rl those terms γ

(n, j)

l
Rl with l ≥ |n|·|≥2 − 1|, l ≡ (n|·|≥2 − 1)mod(2), provided

|n|·|≥2 − 1| ≤ 3.
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Proof. This is a consequence of Corollary 6.26 and Corollary 6.20 after expanding 2√
1−|ΠΦ⊥ϕ|2

in a power

series. �

The problem of controlling the source terms (6.3), (6.4) in the regular regime away from the light cone is

then reduced to bounding the term Pε±.

We now consider the last remaining term, for which we have to rely on the identities (3.48)-(3.49). Here

we encounter a number of terms which appear singular at the origin R = 0, but these are of course spurious

singularities that disappear when taking the algebraic fine structure into account. To formulate the necessary

estimates allowing us to deal with this term, we first have to render these cancellations explicit. We shall

sort these according to their degree.

(i) Linear terms singular at R = 0. These are given by

−2 (1 + a (ΠΦ⊥ϕ))
sin U cos U

R2
ϕ1 − 2

sin U

R2
(1 + a (ΠΦ⊥ϕ))ϕ2,θ.

Since 1 − cos U = O(R2), we can replace this expression by the sum of a simpler one and a term regular at

the origin:

− 2 (1 + a (ΠΦ⊥ϕ))
sin U cos U

R2
ϕ1 − 2

sin U

R2
(1 + a (ΠΦ⊥ϕ))ϕ2,θ

= −2 sin U

R2
(1 + a (ΠΦ⊥ϕ))

[
ϕ1 + ϕ2,θ

]
+

2 sin U

R2
(1 − cos U) (1 + a (ΠΦ⊥ϕ))ϕ1

Here the first, singular term can be written in terms of ε± as follows:

2 sin U

R2
(1 + a (ΠΦ⊥ϕ))

[
ϕ1 + ϕ2,θ

]
=

sin U

R2
(1 + a (ΠΦ⊥ϕ))

[
ε+ + iε+,θ

]

+
sin U

R2
(1 + a (ΠΦ⊥ϕ)) [ε− − iε−,θ]

Observe that the expression [ε+ + iε+,θ] vanishes at angular momentum n = 1, which is precisely the value

for which ε+ does not vanish at the origin R = 0. Similarly [ε− − iε−,θ] vanishes at angular momentum

n = −1, which is precisely the value at which ε− does not vanish at R = 0. It follows that both expressions

on the right are in fact non-singular at R = 0.

(ii) Quadratic terms singular at R = 0. These are

− 1

R2

[
ϕ2

1,θ + ϕ
2
2,θ

]
− 1

R2

[
ϕ2

2 + cos2 Uϕ2
1

]
+

2 cos U

R2

(
ϕ1,θϕ2 − ϕ1ϕ2,θ

)

Again we can split this into a ’principal term’ and two additional terms which are clearly non-singular at

R = 0:

− 1

R2

[
ϕ2

1,θ + ϕ
2
2,θ

]
− 1

R2

[
ϕ2

2 + ϕ
2
1

]
+

2

R2

(
ϕ1,θϕ2 − ϕ1ϕ2,θ

)

+
1

R2
(1 − cos2 U)ϕ2

1 +
2(cos U − 1)

R2

(
ϕ1,θϕ2 − ϕ1ϕ2,θ

)
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Here the first term can be written as

− 1

R2

[
ϕ2

1,θ + ϕ
2
2,θ

]
− 1

R2

[
ϕ2

2 + ϕ
2
1

]
+

2

R2

(
ϕ1,θϕ2 − ϕ1ϕ2,θ

)

= − 1

R2

(
ϕ1 + ϕ2,θ

)2 − 1

R2

(
ϕ2 − ϕ1,θ

)2

and since

ϕ1 + ϕ2,θ =
ε+ + iε+,θ

2
+
ε− − iε−,θ

2
, ϕ2 − ϕ1,θ = i

ε+ + iε+,θ

2
− i

ε− − iε−,θ
2

,

we again verify that the preceding quadratic expression is non-singular at R = 0.

(iii) Higher order singular terms at R = 0:

− 1

R2

[
(a (ΠΦ⊥ϕ))θ

]2
+

2 sin U

R2
(a (ΠΦ⊥ϕ))θ ϕ2

Recall that a (ΠΦ⊥ϕ) =

√
1 − |ΠΦ⊥ϕ|2 − 1, and so

(a (ΠΦ⊥ϕ))θ = −

(
|ΠΦ⊥ϕ|2

)
θ√

1 − |ΠΦ⊥ϕ|2
.

Recalling Remark 6.25 we see that this expression vanishes at R = 0, and hence the above terms are all

non-singular at R = 0.

Finally, control over the term Pε± in the region away from the light cone will follow from

Proposition 6.28. Assume (6.54), (6.55), (6.56). Define the functions ((3.48)-(3.49))

F1 = χR≪τ

[
−

(
2a (ΠΦ⊥ϕ) + (a (ΠΦ⊥ϕ))2

) (
U2

R −
[(
∂τ +

λτ

λ
R∂R

)
U

]2

+
sin2 U

R2

)

+

[(
∂τ +

λτ

λ
R∂R

)
(a (ΠΦ⊥ϕ))

]2

− [
∂R (a (ΠΦ⊥ϕ))

]2

+
∑

j=1,2

[(
∂τ +

λτ

λ
R∂R

)
ϕ j

]2

−
∑

j=1,2

[
∂Rϕ j

]2

+ 2φ1

(
(a (ΠΦ⊥ϕ))R UR −

(
∂τ +

λτ

λ
R∂R

)
(a (ΠΦ⊥ϕ))

(
∂τ +

λτ

λ
R∂R

)
U

)

+

(
U2

R −
[(
∂τ +

λτ

λ
R∂R

)
U

]2
)
ϕ2

1

+ 2 (1 + a (ΠΦ⊥ϕ))

((
∂τ +

λτ

λ
R∂R

)
U ·

(
∂τ +

λτ

λ
R∂R

)
ϕ1 − UR · ϕ1,R

) ]
· ε±,

F2 = χR≪τ

[
2 sin U

R2
(1 − cos U) (1 + a (ΠΦ⊥ϕ))ϕ1

+
1

R2

(
1 − cos2 U

)
ϕ2

1 +
2 (cos U − 1)

R2

(
ϕ1,θϕ2 − ϕ1ϕ2,θ

) ] · ε±,
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F3 = χR≪τ

[
sin U

R2
(1 + a (ΠΦ⊥ϕ))

[
ε+ + iε+,θ

]

+
sin U

R2
(1 + a (ΠΦ⊥ϕ))

[
ε− − iε−,θ

] ] · ε±,

F4 = χR≪τ

[
− 1

R2

(
ϕ1 + ϕ2,θ

)2 − 1

R2

(
ϕ2 − ϕ1,θ

)2

]
· ε±,

F5 = χR≪τ
[
(a (ΠΦ⊥ϕ))θ

] · ε± = −

(
|ΠΦ⊥ϕ|2

)
θ√

1 − |ΠΦ⊥ϕ|2
· ε±.

Then setting

F j =
∑

n

F
(n)
j

einθ, j = 1, . . . , 5,

we have the bound

∑

n∈Z
〈n〉12



∥∥∥∥∥∥∥
F

(n)
j
− χR.1

3∑

l=0

γ
(n, j)

l
Rl

∥∥∥∥∥∥∥
S̃

(n|·|≥2)

1

+

3∑

l=0

∣∣∣∣γ(n, j)

l

∣∣∣∣

 . Λ
2.

where
∑3

l=0 γ
(n, j)

l
Rl is the third order Taylor development of F

(n)

j
at R = 0. The same bound obtains if

we subtract from the
∑3

l=0 γ
(n, j)

l
Rl those terms γ

(n, j)

l
Rl with l ≥ |n|·|≥2 − 1|, l ≡ (n|·|≥2 − 1)mod(2), provided

|n|·|≥2 − 1| ≤ 3.

We observe that Proposition 6.23, Proposition 6.27 and Proposition 6.28 complete control over the source

terms in the non-singular region for the |n| ≥ 2 angular momentum modes.

7. Estimates for singular sources

7.1. Description of the shock. Here we briefly recall the function spaces from [10, 18] which in analogy

to Definition 6.21 describe the correction ǫ used to build U close to the light cone:

Definition 1. For i ∈ N, let j(i) = i if ν is irrational, respectively j(i) = 2i2 if ν is rational. Then

• Q is the algebra of continuous functions q : [0, 1] → R with the following properties:

(i) q is analytic in [0, 1) with even expansion around a = 0.

(ii) near a = 1 we have an absolutely convergent expansion of the form

q(a) =q0(a) +

∞∑

i=1

(1 − a)β(i)+ 1
2

j(i)∑

j=0

qi, j(a)
(

log(1 − a)
) j

+

∞∑

i=1

(1 − a)β̃(i)+ 1
2

j(i)∑

j=0

q̃i, j(a)
(

log(1 − a)
) j

with analytic coefficients q0, qi, j, and β(i) = iν, β̃(i) = νi + 1
2
.

• Qn is the algebra which is defined similarly, but also requiring qi, j(1) = 0 if i ≥ 2n + 1.



A STABILITY THEORY BEYOND THE CO-ROTATIONAL SETTING FOR CRITICAL WAVE MAPS BLOW UP 211

• Q(N)
n is the vector space of functions in Qn for which qi, j(a) = 0 for i ≥ N.

For later purposes, we also define the space of functions obtained by differentiating Qn:

Definition 2. Define Q′ as in the preceding definition but replacing β(i) by β′(i) := β(i) − 1, and similarly

for Q′n.

Definition 3. Pick t sufficiently small such that both b1, b2 (recall their definitions in Definition 6.21), when

restricted to the light cone r ≤ t are of size at most b0.

• S m(Rk(log R)l,Qn) is the class of analytic functions v : [0,∞) × [0, 1) × [0, b0]2 → R so that

(i) v is analytic as a function of R, b1, b2,

v : [0,∞) × [0, b0]2 → Qn

(ii) v vanishes to order m at R = 0.

(iii) v admits a convergent expansion at R = ∞,

v(R, ·, b1, b2) =
∑

0≤ j≤l+i
i≥0

ci j(·, b1, b2)Rk−i(log R) j

where the coefficients ci j : [0, b0]2 → Qn are analytic with respect to b1,2.

• IS m(Rk(log R)l,Qn) is the class of analytic functions w inside the cone r < t which can be repre-

sented as

w(t, r) = v(R, a, b1, b2), v ∈ S m(Rk(log R)l,Qn)

and t > 0 sufficiently small.

• Define IS m(Rk(log R)l,Q(N)
n ) analogously by replacing Qn by Q(N)

n .

Then the core content of [10, 18], customized for the application we have in mind, can be encapsulated

by the following theorem:

Theorem 7.1. Let ν > 0. Then, given N > 0, there exist t0 = t0(ν,N) > 0, M = M(ν,N), P = P(ν) and a

co-rotational blow up solution U = Q(λ(t)r)+ ǫ(t, r), λ(t) = t−1−ν, on (0, t0]×R2, and such that ǫ(t, r) admits

the following fine structure:

ǫ = ǫ1 + ǫ2,

where we have3 (with R = λ(t)r, τ =
∫ ∞

t
λ(s) ds)

‖ǫ2(t, ·)‖ H5+δ
R dR
.

1

τN
, τ = τ(t) ∈ [τ0,∞), τ0 =

∫ ∞

t0

λ(s) ds,

for the ’small but unstructured term’ ǫ2, while we have

ǫ1 ∈
M∑

k=1

1

(tλ)2k
IS 3

(
R(log R)2k−1,Q(P)

k−1

)
+

M∑

k=1

1

(tλ)2k+2
IS 3

(
R3(log R)2k−1,Q(P)

k

)
.

3The condition on ǫ2 is chosen to conform with our requirements; one could impose any Hs
R dR

condition here.
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The additional restriction here replacing Qk by Q(P)

k
here is of course simply a reflection of the fact that

those terms the expansion of a general function q(a) ∈ Qk with sufficiently large power of (1 − a) are auto-

matically in H5+δ
R dR

.

In order to fit the functions described in the preceding into our calculus set up on the Fourier side, we have

to implement a concise translation of the algebraic structure on the physical side to the (distorted) Fourier

side, for each angular momentum n. This is what we do in the next subsection. It is also here where we

start to keep track of the temporal decay (as measured in terms of the variable τ), which will start to play an

important role for the final iterative scheme, of course.

7.2. Description of the shock on the distorted Fourier side I: prototypical expansions. In order to

handle the source terms near the light cone, we shall have to introduce a suitable algebra of functions which

contains all the possible singular terms, is formulated on the distorted Fourier side, and flexible enough

that it is preserved under certain para-differential operations, as well as the transference operators and the

solution operator for the wave equation on the Fourier side. Due to the somewhat complicated nature of

the function spaces concerned, we do this in a two-step fashion. First, we introduce a prototype which

handles certain key aspects (it gives the correct translation from the physical singularity as detailed in the

preceding subsection to the Fourier side at fixed times), but is still not adequate due to its incompatibility

with the solution operator for the wave operator on the Fourier side. Once we have studied some of the key

properties in this simplified setting, we can finally introduce the spaces that will overcome all hurdles. We

already introduce aspects of the somewhat complicated temporal bounds for these function spaces, although

strictly speaking this is not important yet at this stage. It will play a very prominent role later for the

multilinear estimates, of course.

Definition 7.2. We call a function x(τ, ξ), ξ ∈ [0,∞), an prototype singular part at angular momentum

n, |n| ≥ 2, provided it allows an expansion (here all cutoffs are smooth localizers to the indicated regions)

x(τ, ξ)

=
∑

±

N∑

k=1

N1∑

j=0

χξ≥1~
−1 e±iντξ

1
2

ξ1+k ν
2

(
log ξ

) j · ak, j(τ) +
∑

±

N∑

k=1

N1∑

j=0

χξ≥~−2~
−1 e±i(ντξ

1
2 +~−1ρ(xτ;α,~))

ξ1+k ν
2

(
log ξ

) j · ãk, j(τ)

+
∑

±

7∑

l=1

N∑

k=1

N1∑

j=0

χξ≥1~
−1〈~2ξ〉− l

4
e±iντξ

1
2

ξ1+k ν
2

(
log ξ

) j · Fl,k, j(τ, ξ)

+
∑

±

7∑

l=1

N∑

k=1

N1∑

j=0

χξ≥~−2~
−1〈~2ξ〉− l

4
e±i(ντξ

1
2 +~−1ρ(xτ;α,~))

ξ1+k ν2

(
log ξ

) j · F̃l,k, j(τ, ξ)

Here N1 = N1(N, ν) is sufficiently large, xτ = ξ
1
2 ~ · ντ and ρ is as in Lemma 4.13, and the functions

Fk, j(τ, ξ), Fl,k, j(τ, ξ), F̃l,k, j(τ, ξ) have the following properties:

• Pointwise bounds with (weak) temporal decay
∣∣∣ak, j(τ)

∣∣∣ +
∣∣∣ãk, j(τ)

∣∣∣ . (
log τ

)N1− j · τ−1−ν, as well as∣∣∣Fl,k, j(τ, ξ)
∣∣∣ +

∣∣∣F̃l,k, j(τ, ξ)
∣∣∣ . (

log τ
)N1− j

τ−1−ν.
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• Symbol type behavior: with k1 ∈ {0, 1}, k2 ∈ {0, 1, . . . , 5}∣∣∣∂k1
τ ak, j(τ)

∣∣∣ +
∣∣∣∂k1
τ ãk, j(τ)

∣∣∣ . (
log τ

)N1− j · τ−1−ν−k1

∣∣∣∣∂k1
τ ∂

k2

ξ
Fl,k, j(τ, ξ)

∣∣∣∣ +
∣∣∣∣∂k1
τ ∂

k2

ξ
F̃l,k, j(τ, ξ)

∣∣∣∣ .
(
log τ

)N1− j · τ−1−ν−k1 · ξ−k2 ,

as well as the ‘closure bounds’∥∥∥∥ξ5+δ−k1∂k1
τ ∂

5−k1

ξ
Fl,k, j(τ, ξ)

∥∥∥∥
Ċδ
ξ

+

∥∥∥∥ξ5+δ−k1∂k1
τ ∂

5−k1

ξ
F̃l,k, j(τ, ξ)

∥∥∥∥
Ċδ
ξ

.
(
log τ

)N1− j · τ−1−ν−k1 ,

where for some δ ∈ (0, 1) we set

‖g‖Ċδ := sup
x,y

|g(x) − g(y)|
|x − y|δ

We shall refer to the first two sums

∑

±

N∑

k=1

N1∑

j=0

~
−1 e±iντξ

1
2

ξ1+k ν
2

(
log ξ

) j · ak, j(τ),
∑

±

N∑

k=1

N1∑

j=0

χξ≥1~
−1 e±i(ντξ

1
2 +~−1ρ(xτ;α,~))

ξ1+k ν
2

(
log ξ

) j · ãk, j(τ)

as the principal singular part, and the second sum as the connecting singular part. This is because

the second sum involves terms which are still too rough to be included into the space S ~
0
, but still

much less singular than the principal singular part. Here ‘singular’ refers of course to the phys-

ical side, and is measured in terms of decay of the Fourier transform with respect to ξ for large

frequencies.

We say that a function f (τ,R) is a function at angular momentum n, |n| ≥ 2, and prototypical singular part,

provided it can be written as

f (τ,R) =

∫ ∞

0

φn(R; ξ) · x(τ, ξ) · ρn(ξ) dξ,

and x = x1 + x2 where x1 ∈ S ~
0

for each τ, while x2 is a prototypical singular part at angular momentum n.

Finally, we shall say that the principal singular part is of restricted type, provided we have the more specific

structure

ak,i(τ) =

N1∑

l=i

cl,k,i · τ−k(1+ν) · (log τ
)l−i
+ bk,i(τ), k ∈ {1, 2}

for certain constants cl,k,i, where
∣∣∣bk,i(τ)

∣∣∣ +
∣∣∣∣τ · b′k,i(τ)

∣∣∣∣ . τ−3−ν (log τ
)N1 , and similarly for ãk,i(τ), and for

k ≥ 3 we have ∣∣∣ak,i(τ)
∣∣∣ +

∣∣∣τ · a′k,i(τ)
∣∣∣ . τ−3−ν (log τ

)N1 .

Remark 7.3. It is important that the functions ak,i(τ), ãk,i(τ) do not depend on ξ. A similar property for

the final admissible function space will play a key role when applying the modulation techniques for the

exceptional modes n = 0, ±1.

Remark 7.4. The phase e±i(ντξ
1
2 +~−1ρ(xτ;α,~)) appears quite natural in light of the asymptotic properties of the

angular momentum n Fourier basis in the oscillatory regime and near R = ντ. However, the properties of

the Duhamel parametrix will force a ‘deformation’ of the function ~−1ρ(xτ;α, ~) toward smaller and smaller
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values, effectively making the phase converge toward e±iντξ
1
2 . Thus the ‘true phase’ that will appear in the

admissible function space defined below will in fact be an interpolate between these two phases, involving

a continuously varying family of phases. The fact that we can work with such in a certain sense ‘unnatural

phases’ comes from an important monotonicity property of the function ρ with respect to the variable x, as

well as the fact that we always restriction attention to the interior of the light cone 0 ≤ R < ντ.

The preceding concept of function comes equipped with a natural concept of ‘norm’:

Definition 7.5. Let x(τ, ξ) be a prototype singular part at angular momentum |n| ≥ 2. Then define

‖x‖proto : =
∑

k1∈{0,1}

N∑

k=1

N1∑

i=0

∥∥∥τ1+ν+k1
(
log τ

)−N1+i
∂k1
τ ak,i(τ)

∥∥∥
L∞([τ0 ,∞))

+
∑

k1∈{0,1}

7∑

l=1

N∑

k=1

N1∑

i=0

∥∥∥τ1+ν+k1
(
log τ

)−N1+i
∂k1
τ ãk,i(τ)

∥∥∥
L∞([τ0,∞))

+
∑

k1∈{0,1}

7∑

l=1

∑

k2∈{0,...,5}

∥∥∥∥τ1+ν+k1
(
log τ

)−N1+i
ξk

2∂
k1
τ ∂

k2

ξ
Fl,k,i(τ, ξ)

∥∥∥∥
L∞
τ,ξ

([τ0 ,∞)×[0,∞))

+
∑

k1∈{0,1}

7∑

l=1

N∑

k=1

N1∑

i=0

∑

k2∈{0,...,5}

∥∥∥∥τ1+ν+k1
(
log τ

)−N1+i
ξk

2∂
k1
τ ∂

k2

ξ
F̃l,k,i(τ, ξ)

∥∥∥∥
L∞
τ,ξ

([τ0 ,∞)×[0,∞))

+
∑

k1∈{0,1}

7∑

l=1

N∑

k=1

N1∑

i=0

∥∥∥∥∥∥sup
λ>0

∥∥∥∥τ1+ν+k1
(
log τ

)−N1+i
ξk

2∂
k1
τ ∂

k2

ξ
Fl,k,i(τ, ξ)

∥∥∥∥
Ċδl (ξ≃λ)

∥∥∥∥∥∥
L∞τ ([τ0,∞))

+
∑

k1∈{0,1}

7∑

l=1

N∑

k=1

N1∑

i=0

∥∥∥∥∥∥sup
λ>0

∥∥∥∥τ1+ν+k1
(
log τ

)−N1+i
ξk

2∂
k1
τ ∂

k2

ξ
F̃l,k,i(τ, ξ)

∥∥∥∥
Ċδl (ξ∼λ)

∥∥∥∥∥∥
L∞τ ([τ0,∞))

In case the function x has principal part of restricted type, we also use the norm ‖x‖proto(r), where (keeping

in mind the preceding definition) we replace the first expression on the right by

∑

k1∈{0,1}

N∑

k=1

N1∑

i=0

∥∥∥τ3+ν+k1
(
log τ

)−N1+i
∂k1
τ bk,i(τ)

∥∥∥
L∞([τ0 ,∞))

+

N∑

k=1

N1∑

i=0

7∑

l=1

∣∣∣cl,k,i

∣∣∣ .

The first order of the day shall be to translate the information of the preceding definition to the physical

side, i.e. identify a vector space of functions which correspond to the above Fourier description:

Lemma 7.6. Assume that x is a prototypical singular part at angular momentum n, |n| ≥ 2. Then the

associated function

f (τ,R) :=

∫ ∞

0

φn(R; ξ) · x(τ, ξ) · ρn(ξ) dξ

restricted to the light cone R ≤ ντ, can be decomposed as

f = f1 + f2 + f3
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where f1 = f1(τ,R) is a C∞-function supported in ντ − R & 1 and satisfying

∇k2

R
∂k1
τ f1(τ,R) . ~−1 (

log τ
)N1 · τ− 3

2
−ν |ντ − R|−5 k1 ∈ {0, 1}, k1 + k2 ≤ 5,

while f2 =
∑8

l=1 f2l where we have the explicit form

f2l(τ,R) = χ|ντ−R|.~

N∑

k=1

N1∑

i=0

Gk,l,i(τ, ντ − R)

τ
1
2

~
− l+1

2 [ντ − R]
l
2
+kν (log(ντ − R)

)i

Here the function Gk,i(τ, x) has symbol type behavior with respect to R, x, as follows:
∣∣∣∂k1
τ ∂

k2
x Gk,l,i(τ, x)

∣∣∣ . (
log τ

)N1−i · τ−1−ν−k1 x−k2 , k1 ∈ {0, 1}, k2 ∈ {0, . . . , 5}, k1 + k2 ≤ 5

and we have the bound∥∥∥x5+δ−k1∂k1
τ ∂

5−k1
x Gk,l,i(τ, x)

∥∥∥
Ċδ .

(
log τ

)N1−i · τ−1−ν−k1 , k1 ∈ {0, 1}.
Fix the +-sign for the first oscillatory phase, meaning the − sign for the second one.

Finally, the remaining function f3 is C∞ and supported in |ντ − R| . 1 and satisfies

‖ f3‖S̃ (n)

0

.
(
log τ

)N1 · τ−1−ν, ‖∂τ f3‖S̃ (n)

1

.
(
log τ

)N1 · τ−1−ν.

Moreover, we have the bounds
∣∣∣∂k

R f3
∣∣∣ . (

log τ
)N1 τ−

3
2
−ν · ~−1 min{(ντ − R)−k, ~−k},

∣∣∣∂k
R∂τ f3

∣∣∣ . (
log τ

)N1 τ−
3
2−ν · ~−1 min{(ντ − R)−k−1, ~−k−1},

0 ≤ k ≤ 5.

Proof. Due to linearity, we can separately consider the contributions of the different parts constituting x.

We deal with the contribution of
∑
±
∑N

k=1

∑N1

j=0
χξ≥1

e±iντξ
1
2

ξ
1+k ν

2

(
log ξ

) j · ak, j(τ), and later explain what changes

are necessary to handle the terms in the second to the fourth sum constituting x(τ, ξ), according to the defi-

nition. We split the Fourier integral into a number of regions reflecting the oscillatory/non-oscillatory nature

of φn(R; ξ). Also we may as well omit the factors ak, j(τ), modifying the required bounds accordingly. We

split the integral for f (τ,R) into a number of regions.

(1) The rapidly decaying region: Rξ
1
2 ~ <

xt

2
. Let ψ(x) be a smooth function which is identically 1 for

x ≤ 1
2

and vanishes beyond x = 1. Then consider the integral

∫ ∞

0

ψ

(
2x

xt

)
φn(R; ξ) · χξ≥1

e±iντξ
1
2

ξ1+k ν
2

(
log ξ

) j · ρn(ξ) dξ, x = Rξ
1
2 ~.

Taking advantage of the asymptotics for φn(R; ξ) in the non-oscillatory regime away from the turning point

xt, this becomes

∫ ∞

0

ψ

(
2x

xt

)
~

1
3 x−

1
2 q−

1
4 (ζ) · Ai

(
~
− 2

3 ζ

)
· (1 + ~a0(−ζ;α, ~)) χξ≥1

e±iντξ
1
2

ξ1+k ν
2

(
log ξ

) j · ρn(ξ) dξ

We claim that the preceding function is smooth with respect to R and τ, and that the function as well as its

derivatives can be bounded by .N τ−N
. |R − ντ|−N for any N. To see this, distinguish between the cases
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R ≪ 1 and R & 1, and further between α = ξ
1
2 ~ & 1 and α ≪ 1, the latter requiring in principle a further

decomposition, which we suppress. In case α & 1, we use Lemma 4.17 for the description of τ, and perform

integration by parts with respect to ξ
1
2 , where we also have to take advantage of Lemmas 4.30. For the case

α ≪ 1, one uses either Lemma 4.24 for the case R ≫ 1 or Lemma 4.22, Lemma 4.20 in case R . 1. Also,

one uses Proposition 4.32 for the symbol behavior of the spectral measure. It follows from these sources

that the worst case occurs when ∂
ξ

1
2

hits Ai
(
~
− 2

3 ζ
)
, which in light of the Airy function asymptotics leads to

a factor

~
−1 · x−1 · R~ = R

x
=

1

ξ
1
2 ~

.

Then performing N times integration by parts with respect to ξ
1
2 , we get the bound

∣∣∣∣∣∣∣∣

∫ ∞

0

ψ

(
2x

xt

)
~

1
3 x−

1
2 q−

1
4 (τ) · Ai

(
~
− 2

3 ζ

)
· (1 + ~a0(−ζ;α, ~)) χξ≥1

e±iντξ
1
2

ξ1+k ν
2

(
log ξ

) j · ρn(ξ) dξ

∣∣∣∣∣∣∣∣

.N τ−N

∫ ∞

0

(ξ
1
2 ~)−N · x~−1−3 ·

χξ≥1

ξ1+k ν2

(
log ξ

) j
dξ . τ−N

since we have sup0<~≤ 1
3
~
−N x~

−1−3
.N 1. Derivatives with respect to R, τ are handled similarly, as the addi-

tional factors ξ
1
2 can be easily absorbed.

(2) Region near the turning point, still non-oscillatory: xt + ~
2
3 > Rξ

1
2 ~ ≥ xt

2
. Let ϕ(x) be non-vanishing

on [−1, 1] and zero on [−2, 2]c, chosen in such a way that

∑

λ

ϕ


x −

[
xt − λ~

2
3

]

λ~
2
3

 = 1, x ∈ (0, xt + ~
2
3 ].

where λ ranges over 0 ∪ {2 j} j≥0. Then, in light of the fact that the above asymptotics for φn(R; ξ) are still

valid in this regime, but with a different law for τ, we reduce to bounding

∑

λ

∫ ∞

0

[
1 − ψ

(
2x

xt

)]
· ϕ


x −

[
xt − λ~

2
3

]

λ~
2
3

 · Ξ(R; ξ, ~)χξ≥1

e±iντξ
1
2

ξ1+k ν
2

(
log ξ

) j
ρn(ξ) dξ, x = Rξ

1
2 ~.

where we set

Ξ(R; ξ, ~) = ~
1
3 x−

1
2 q−

1
4 (ζ) · Ai

(
~
− 2

3

)
· (1 + ~a0(−ζ;α, ~)) .

Also, ζ is described by Lemma 4.11. Then since

~
− 2

3 ∂
ξ

1
2
ζ ≃ ~ 1

3 R, Rξ
1
2 ~ ≃ 1

in the support of the integrand, we easily infer using integration by parts and taking into account the asymp-

totics of Airy functions, that
∣∣∣∣∣∣∣∣

∫ ∞

0

[
1 − ψ

(
2x

xt

)]
· ϕ


x −

[
xt − λ~

2
3

]

λ~
2
3

 · Ξ(R; ξ, ~)χξ≥1

e±iντξ
1
2

ξ1+k ν
2

(
log ξ

) j
ρn(ξ) dξ

∣∣∣∣∣∣∣∣
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.N

(
~

1
3 R

)N

· τ−N · e−cλ
3
2
.

(
R

τ

)N

·


1

Rξ
1
2



N
3

· e−cλ
3
2
. τ−

N
3 · ξ− N

6 · e−cλ
3
2
.

Again derivatives with respect to R and τ are easily absorbed by the gain in ξ−
1
2 , and the rapid exponential

decay in λ allows for summation over dyadic λ. Here we also used the fact that inside the cone r ≤ t we

have R ≤ ντ < τ. The contributions from the derivatives on a0(−ζ;α, ~) are handled similarly by Lemma

4.30 and Lemma 4.31

(3) Region near the turning point, oscillatory regime: xt + ~
2
3 ≤ Rξ

1
2 ~ < (1 + γ)xt, 0 < γ ≪ 1. Here the

asymptotics of the φn(R; ξ) are of the oscillatory kind, with a weaker decay. Proceeding as in the preceding

case and letting ψ a smooth function which equals 1 on [0, 1] but vanishes beyond 2, we reduce to bounding

(with λ again taking dyadic values)

∑

λ≥1

∫ ∞

0

ψ

(
x

(1 + γ)xt

)
· ϕ


x − [xt + λ~

2
3 ]

λ~
2
3

 · Ξ(R; ξ, ~)χξ≥1
e±iντξ

1
2

ξ1+k ν
2

(
log ξ

) j
ρn(ξ) dξ, x = Rξ

1
2 ~,

where we set this time

Ξ(R; ξ, ~) = ~
1
3 x−

1
2 q−

1
4 (ζ)Re

[
2 (a(ξ))

(
Ai(−~− 2

3 ζ) − iBi(−~− 2
3 ζ)

)
(1 + ~a1(ζ;α))

]

recalling Proposition 4.32. Then using the oscillatory asymptotics of the complex Airy function, we get a

phase e±
2
3

i~−1ζ
3
2 , and we have (recall Lemma 4.11)

∂
ξ

1
2

[
~
−1ζ

3
2

]
=

3

2
~
−1ζ

1
2 ·

[
R~ · Φ(x;α, ~) + (1 + O(x − xt)) · O(~(1 + α)−3) + O(x − xt) · R~

]

≃ ζ 1
2 · R,

where we have used that
∣∣∣O(~(1 + α)−3)

∣∣∣ . ~ ·
(
~ξ

1
2

)−1
= O(~R). In particular, for the combined phase

e±
2
3

i~−1ζ
3
2 ±iντξ

1
2 , we have the identity

e±
2
3

i~−1ζ
3
2 ±iντξ

1
2
=

1

∂
ξ

1
2

[
± 2

3
i~−1ζ

3
2 ± iντξ

1
2

] · ∂
ξ

1
2

(
e±

2
3

i~−1ζ
3
2 ±iντξ

1
2

)

≃ 1

±ντ ± ζ 1
2 R
· ∂

ξ
1
2

(
e±

2
3

i~−1ζ
3
2 ±iντξ

1
2

)
,

and since |ζ | ≪ 1 on the support of the integrand, we have 1

±ντ±ζ
1
2 R
≃ 1

τ
for R ≤ ντ. If we then again

take advantage of the bound ~−
2
3 ∂

ξ
1
2
ζ ≃ ~ 1

3 R and perform repeated integration by parts (after combining the

oscillatory phases), we obtain the gain (similar as in the previous regime)
∣∣∣∣∣∣∣∣

∫ ∞

0

ψ

(
x

(1 + γ)xt

)
· ϕ


x −

[
xt + λ~

2
3

]

λ~
2
3

 · Ξ(R; ξ, ~)χξ≥1
e±iντξ

1
2

ξ1+k ν
2

(
log ξ

) j
ρn(ξ) dξ

∣∣∣∣∣∣∣∣

. λ−
1
4 · τ− N

3 · ξ− N
6 ,
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and this can again be summed over dyadic λ ≥ 1. Derivatives are again handled similarly. Observe that up

to this point all terms have been of the rapidly decaying type.

(4) Region away from the turning point and in oscillatory regime: Rξ
1
2 ~ ≥ (1 + γ) xt. Here, recalling

Lemma 4.13, we have to consider the integral

∫ ∞

0

[
1 − ψ

(
x

(1 + γ)xt

)]
· ~ 1

3 x−
1
2 q−

1
4 (ζ) ·

(
~
− 2

3 ζ

)− 1
4 · e±i~−1[x−y(α;~)+ρ(x;α,~)]

· (1 + b(x;α, ~)) χξ≥1

e±iντξ
1
2

ξ1+k ν
2

(
log ξ

) j
ρn(ξ) dξ,

where 1 + b(x;α, ~) accounts for the factor 1 + ~a1(ζ;α) as well as the corrections entailed by the Airy

function asymptotics. Here we can combine the phases into

ei(±ντ±R)ξ
1
2 · e±i~−1[ρ(x;α,~)−y(α;~)]

In the case of non-resonance, i.e. when the phases e±i(ντ+R)ξ
1
2 occur, we can prove rapid decay for the

contribution as well as all its derivatives with respect to τ, whence also |ντ − R|, within a dilate of the

light cone. For this we also need to take into account the phase function ~−1ρ(x;α, ~), for which we have,

interpreting x = R~ξ
1
2 as a function of R and ξ,

∂
ξ

1
2

(
~
−1ρ(x;α, ~) − ~−1y(α, ~)

)
= −Rx−2(1 − 2~)2 + O (~) ,

where we note that the integration takes place over the region x ≥ (1 + γ)xt > 1. We conclude that

∂
ξ

1
2

[
(ντ + R)ξ

1
2 − ~−1y(α, ~) + ~−1ρ(x;α, ~)

]
& τ,

and the claim follows after repeated integration by parts with respect to ξ
1
2 .

We may hence assume that there is destructive resonance, meaning the phases e±i(ντ−R)ξ
1
2 occur. Denoting

for now
[
1 − ψ

(
x

(1 + γ)xt

)]
· ~ 1

3 x−
1
2 q−

1
4 (ζ) ·

(
~
− 2

3 ζ

)− 1
4 · (1 + b(x;α, ~)) · χξ≥1

(
log ξ

) j
ρn(ξ)

ξ1+k ν
2

=: Ψ(x;α, ~),

we reduce to bounding
∫ ∞

0

e±i(ντ−R)ξ
1
2 · e∓i~−1[ρ(x;α,~)−y(α;~)] · Ψ(x;α, ~) dξ

We shall decompose this into a number of pieces with different structure. First, observe that if ντ − R ≫ 1,

then the expression is a C∞ function, which decays, in addition to all its derivatives, like |ντ−R|−Nτ−
1
2 . This

follows as before by considering the phase (ντ − R)ξ
1
2 + ~−1y(α, ~) − ~−1ρ(x;α, ~) and using the bound

∣∣∣∣∣∂ξ 1
2

[
(ντ − R)ξ

1
2 + ~−1y(α, ~) − ~−1ρ(x;α, ~)

]∣∣∣∣∣ & ντ − R, (7.1)
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provided ντ − R ≫ 1, and in the regime x > (1 + γ)xt > 1. Note that to derive (7.1), we can use the fact that

for ~ ≪ 1, ∂xρ(x;α, ~) ≤ 0

We next peel off a function in S ~
0
, by considering the intermediate region ~ ≪ ντ − R . 1. Observe that

∣∣∣∣∣∂R

[
(ντ − R)ξ

1
2 − ~−1ρ(x;α, ~)

]∣∣∣∣∣ . ξ
1
2 + ~−1x−2 · ~ξ 1

2 . ξ
1
2 ,

|∂RΨ(x;α, ~)| . R−1
. τ−1,

under our assumptions on R, τ, and similarly for the j-th derivatives with the right hand sides replaced by

the j-th powers. Furthermore, we have the estimate (7.1), where the right hand side can be replaced by ~

under the current assumption. Moreover, we have the now somewhat more delicate relation

∂
ξ

1
2

[
(ντ − R)ξ

1
2 + ~−1y(α, ~) − ~−1ρ(x;α, ~)

]
= (ντ − R) + ~−1 ∂α

∂ξ
1
2

· ∂αy(α, ~) − R · ρx(x;α, ~)

≥ (ντ − R) + ~−1 ∂α

∂ξ
1
2

· ∂αy(α, ~)

& ντ − R

due to Lemma 4.13 and the assumption ~ ≪ ντ − R . 1.

Again using integration by parts, we conclude that

∥∥∥∥∥χ1&ντ−R≫~

∫ ∞

0

e±i(ντ−R)ξ
1
2 · e∓i~−1[ρ(x;α,~)−y(α;~)] · Ψ(x;α, ~) dξ

∥∥∥∥∥
S̃

(n)

0

. 1.

Here the large bound (ντ − R)−k ≪ ~−k is compensated by the power of ~ in the definition of the norm S ~
0
.

It follows that this contribution can be absorbed into f3 (in fact, it is easily seen that we also have the point

wise bounds required in the lemma), and so we reduce to controlling the remaining part.

Next we need to distinguish between different regions in terms of the functions (ντ − R)ξ
1
2 , ~−1ρ(x;α, ~).

(4.i): ~−1ρ(x;α, ~) . 1. We enforce this condition by inclusion of a smooth cutoff χ.1

(
~
−1ρ(x;α, ~)

)
, and

we shall expand

χ.1

(
~
−1ρ(x;α, ~)

)
e∓i~−1ρ(x;α,~) = χ.1

(
~
−1ρ(x;α, ~)

) ∞∑

l=0

1

l!

(
∓i~−1ρ(x;α, ~)

)l
.

Consider then a term (for l ≥ 0)

χντ−R.~

∫ ∞

0

χ.1

(
~
−1ρ(x;α, ~)

)
e±i(ντ−R)ξ

1
2 ·

(
∓i~−1ρ(x;α, ~)

)l
e±i~−1y(α;~) · Ψ(x;α, ~) dξ

= χντ−R.~

∫ ∞

0

χ.1

(
(ντ − R)ξ

1
2

)
χ.1

(
~
−1ρ(x;α, ~)

)
e±i(ντ−R)ξ

1
2 ·

(
∓i~−1ρ(x;α, ~)

)l
e±i~−1y(α;~) · Ψ(x;α, ~) dξ

+ χντ−R.~

∫ ∞

0

χ&1

(
(ντ − R)ξ

1
2

)
χ.1

(
~
−1ρ(x;α, ~)

)
e±i(ντ−R)ξ

1
2 ·

(
∓i~−1ρ(x;α, ~)

)l
e±i~−1y(α;~) · Ψ(x;α, ~) dξ.
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For the first term here on the right containing the cutoff χ.1

(
(ντ − R)ξ

1
2

)
, we also expand the exponential

e±i(ντ−R)ξ
1
2 into a Taylor series, which leads us to consider the expressions (for l ≥ 0, k ≥ 0)

χντ−R.~

∫ ∞

0

χ.1

(
(ντ − R)ξ

1
2

)
χ.1

(
~
−1ρ(x;α, ~)

) [
i(ντ − R)ξ

1
2

]k

·
(
∓i~−1ρ(x;α, ~)

)l
e±i~−1y(α;~) ·Ψ(x;α, ~) dξ.

If k = 0, writing

χντ−R.~

∫ ∞

0

χ.1

(
(ντ − R)ξ

1
2

)
χ.1

(
~
−1ρ(x;α, ~)

) (
∓i~−1ρ(x;α, ~)

)l
e±i~−1y(α;~) · Ψ(x;α, ~) dξ

= χντ−R.~

∫ ∞

0

χ.1

(
~
−1ρ(x;α, ~)

) (
∓i~−1ρ(x;α, ~)

)l
e±i~−1y(α;~) · Ψ(x;α, ~) dξ

− χντ−R.~

∫ ∞

0

χ&1

(
(ντ − R)ξ

1
2

)
χ.1

(
~
−1ρ(x;α, ~)

) (
∓i~−1ρ(x;α, ~)

)l
e±i~−1y(α;~) ·Ψ(x;α, ~) dξ.

and using the simple bounds

∣∣∣∣∣∂
k
R

[
χ.1

(
~
−1ρ(x;α, ~)

) (
∓i~−1ρ(x;α, ~)

)l
]∣∣∣∣∣ .k Cl · lk · χ̃.1

(
~
−1ρ(x;α, ~)

)
(
~ξ

1
2

)k

xk
. lk · τ−k

∣∣∣∂k
R

(
χντ−R.~

)∣∣∣ . ~−k,

we can easily place this term into S̃
(n)

0
, with norm bound . τ−1−ν, and the term is as f3 in the lemma. For

the second term we can write it as

χντ−R.~

∫ ∞

0

χ&1

(
(ντ − R)ξ

1
2

)
χ.1

(
~
−1ρ(x;α, ~)

) (
∓i~−1ρ(x;α, ~)

)l
e±i~−1y(α;~) · Ψ(x;α, ~) dξ

= (ντ − R)
1
2
+kν (log (ντ − R)

) j · H(τ, ντ − R),

where the term H(τ, x) has the symbol behavior asserted in the lemma. This also applies to the terms

with k ≥ 1 (In fact here we do not write χ
(ντ−R)ξ

1
2 .1

as 1 − χ
(ντ−R)ξ

1
2 &1

. Instead, we directly integrate the

expression in the variable ξ̃, because now the power in ξ̃ from the k ≥ 1 expansion kills one such a power in

the denominator of the expression. Therefore we are able to integrate over the range ξ̃ . 1.). On the other

hand for the term with oscillatory phase e±i(ντ−R)ξ
1
2 in the regime (ντ−R)ξ

1
2 & 1, pass to the new integration

variable ξ̃ = (ντ − R)ξ
1
2 , which also gives the structure

χντ−R.~

∫ ∞

0

χ&1

(
(ντ − R)ξ

1
2

)
χ.1

(
~
−1ρ(x;α, ~)

)
e±i(ντ−R)ξ

1
2 ·

(
∓i~−1ρ(x;α, ~)

)l
e±i~−1y(α;~) ·Ψ(x;α, ~) dξ

= χντ−R.~ · (ντ − R)
1
2+kν · H(τ, ντ − R),

which concludes the case (4.i).
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(4.ii): ~−1ρ(x;α, ~) ≫ 1, (ντ − R)ξ
1
2 ≪ ~−1ρ(x;α, ~). We effect the additional restriction by means of the

following smooth cutoff

χ≫1


~
−1ρ(x;α, ~)

(ντ − R)ξ
1
2

 · χ≫1

(
~
−1ρ(x;α, ~)

)
=: Λ(x;α, ~).

Observe that then thinking of x

ξ
1
2 ~

= ντ − (ντ − R) as a function of τ, ντ − R,

∣∣∣∣∣∣∣
∂Λ

∂ξ
1
2

∣∣∣∣∣∣∣
. ξ−

1
2 ,

∣∣∣∣∣
∂Λ

∂(ντ − R)

∣∣∣∣∣ . (ντ − R)−1,

∣∣∣∣∣
∂Λ

∂τ

∣∣∣∣∣ . τ
−1.

We decompose

χντ−R.~

∫ ∞

0

Λ(x;α, ~)e±i(ντ−R)ξ
1
2 · e∓i~−1[ρ(x;α,~)−y(α;~)] · Ψ(x;α, ~) dξ

= χντ−R.~

∫ ∞

0

χ.1((ντ − R)ξ
1
2 )Λ(x;α, ~)e±i(ντ−R)ξ

1
2 · e∓i~−1[ρ(x;α,~)−y(α;~)] · Ψ(x;α, ~) dξ

+ χντ−R.~

∫ ∞

0

χ&1((ντ − R)ξ
1
2 )Λ(x;α, ~)e±i(ντ−R)ξ

1
2 · e∓i~−1[ρ(x;α,~)−y(α;~)] · Ψ(x;α, ~) dξ

For the first term on the right, we further decompose it into

χντ−R.~

∫ ∞

0

χ.1((ντ − R)ξ
1
2 )Λ(x;α, ~)e±i(ντ−R)ξ

1
2 · e∓i~−1[ρ(x;α,~)−y(α;~)] · Ψ(x;α, ~) dξ

= χντ−R.~

∫ ∞

0

χ.1((ντ − R)ξ
1
2 )Λ(x;α, ~) · e∓i~−1[ρ(x;α,~)−y(α;~)] · Ψ(x;α, ~) dξ

+ χντ−R.~

∫ ∞

0

χ.1((ντ − R)ξ
1
2 )Λ(x;α, ~)[e±i(ντ−R)ξ

1
2 − 1] · e∓i~−1[ρ(x;α,~)−y(α;~)] · Ψ(x;α, ~) dξ

= χντ−R.~

∫ ∞

0

Λ(x;α, ~) · e∓i~−1[ρ(x;α,~)−y(α;~)] · Ψ(x;α, ~) dξ

− χντ−R.~

∫ ∞

0

χ&1((ντ − R)ξ
1
2 )Λ(x;α, ~) · e∓i~−1[ρ(x;α,~)−y(α;~)] · Ψ(x;α, ~) dξ

+ χντ−R.~

∫ ∞

0

χ.1((ντ − R)ξ
1
2 )Λ(x;α, ~)[e±i(ντ−R)ξ

1
2 − 1] · e∓i~−1[ρ(x;α,~)−y(α;~)] · Ψ(x;α, ~) dξ

Here the first of the last three terms can be reformulated as

χντ−R.~

∫ ∞

0

χ≫1

(
~
−1ρ(x;α, ~)

)
· e∓i~−1[ρ(x;α,~)−y(α;~)] · Ψ(x;α, ~) dξ

− χντ−R.~

∫ ∞

0

χ.1


~
−1ρ(x;α, ~)

(ντ − R)ξ
1
2

χ≫1

(
~
−1ρ(x;α, ~)

)
· e∓i~−1[ρ(x;α,~)−y(α;~)] · Ψ(x;α, ~) dξ,
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of which the first term is easily seen to be in S̃
(n)

0
and to also satisfy the bounds required for f3 in the lemma,

while the second admits the representation

(ντ − R)
1
2
+kν log (ντ − R) j · H(τ, ντ − R)

τ
1
2

where H has the desired symbol behavior. The latter conclusion also applies to the terms

χντ−R.~

∫ ∞

0

χ&1((ντ − R)ξ
1
2 )Λ(x;α, ~) · e∓i~−1[ρ(x;α,~)−y(α;~)] · Ψ(x;α, ~) dξ

χντ−R.~

∫ ∞

0

χ.1((ντ − R)ξ
1
2 )Λ(x;α, ~)[e±i(ντ−R)ξ

1
2 − 1] · e∓i~−1[ρ(x;α,~)−y(α;~)] · Ψ(x;α, ~) dξ

In fact here we simply change the variable to ξ̃ := (ντ − R)2ξ.

It remains to deal with the term

χντ−R.~

∫ ∞

0

χ&1

(
(ντ − R)ξ

1
2

)
Λ(x;α, ~)e±i(ντ−R)ξ

1
2 · e∓i~−1[ρ(x;α,~)−y(α;~)] · Ψ(x;α, ~) dξ.

Introduce the phase function

ξ̃ := (ντ − R)ξ
1
2 − ~−1ρ(x;α, ~),

whence

∂ξ̃

∂ξ
1
2

= (ντ − R) − ~−1ρx · xξ−
1
2 − ~−1ρα · ~,

and so since ρx · x ≃ −ρ on the support of the integrand and further ~−1ρ≫ 1 there, as well as |ρα| . ~α−1
.

ξ−
1
2 , we infer ∣∣∣∣∣∣∣

∂ξ̃

∂ξ
1
2

∣∣∣∣∣∣∣
≃ ~−1ρξ−

1
2

on the support of the integrand. Then we write the preceding integral as

χντ−R.~

∫ ∞

0

χ&1

(
(ντ − R)ξ

1
2

)
Λ(x;α, ~)e±iξ̃ · e±i~−1y(α;~)] · Ψ̃(x;α, ~) dξ̃

where we set

Ψ̃(x;α, ~) = 2ξ
1
2
∂ξ

1
2

∂ξ̃
· Ψ(x;α, ~).

Then we observe that
∣∣∣∣∂l

ξ̃
Ψ̃(x;α, ~)

∣∣∣∣ . τ−
1
2 · ξ− 1

4 (log ξ) j ·
(
~
−1ρ

)−l−1
,

∣∣∣∣∣∂
l

ξ̃
χ&1

(
(ντ − R)ξ

1
2

)∣∣∣∣∣ .
(
~
−1ρ

)−l
,

∣∣∣∣∂l

ξ̃
Λ(x;α, ~)

∣∣∣∣ .
(
~
−1ρ

)−l
,

∣∣∣∣∂l

ξ̃

(
e±i~−1y(α;~)

)∣∣∣∣ .
(
~
−1ρ

)−l
.

Note that applying a derivative ∂ντ−R to the original expression (formulated as integral with respect to ξ, and

interpreted as function of ντ − R and τ) results at worst in a loss of

. ξ
1
2 + ~−1ρ · τ−1

.

(
~
−1ρ

)
·
(
(ντ − R)−1 + τ−1

)
,
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while applying ∂τ results in at worst the loss ~−1ρ · τ−1. We conclude that after performing integration by

parts in the variable ξ̃ and then reverting to the original integration variable ξ, we have

χντ−R.~

∫ ∞

0

χ&1

(
(ντ − R)ξ

1
2

)
Λ(x;α, ~)e±i(ντ−R)ξ

1
2 · e∓i~−1[ρ(x;α,~)−y(α;~)] · Ψ(x;α, ~) dξ

= (ντ − R)
1
2
+kν (log(ντ − R)

) j H(τ, ντ − R)

τ
1
2

,

where H has the symbol behavior asserted in the lemma. (Here the factor (ντ−R)
1
2
+kν...with limited smooth-

ness comes from the factor ξ−
1
4 (log ξ) j and the cutoff. The rapid decay in ~−1ρ produced by integration by

parts gives the integrability.)

(4.iii): ~−1ρ(x;α, ~) ≫ 1, (ντ − R)ξ
1
2 & ~

−1ρ(x;α, ~). Start by considering the term

χντ−R.~

∫ ∞

0

Λ̃(x;α, ~) · e±i~−1y(α;~) · Ψ(x;α, ~) dξ,

where we set

Λ̃(x;α, ~) := χ.1


~
−1ρ(x;α, ~)

(ντ − R)ξ
1
2

 · χ≫1

(
~
−1ρ(x;α, ~)

)

This term can be seen to be of the explicit form

(ντ − R)
1
2+kν (log (ντ − R)

) j · H(τ, ντ − R)

τ
1
2

by arguing as for the term

χντ−R.~

∫ ∞

0

Λ(x;α, ~) · e∓i~−1[ρ(x;α,~)−y(α;~)] ·Ψ(x;α, ~) dξ

This leaves us with the term

χντ−R.~

∫ ∞

0

Λ̃(x;α, ~)

[
e±i(ντ−R)ξ

1
2 · e∓i~−1ρ(x;α,~) − 1

]
e±i~−1y(α;~) · Ψ(x;α, ~) dξ

Introduce the variable

ξ̃ := (ντ − R)ξ
1
2 − ~−1ρ(x;α, ~),

and so (for suitable c > 0)

∂ξ̃

∂ξ
1
2

≥ ντ − R + c~−1 x−1ξ−
1
2 ≥ ντ − R, ξ

1
2 =

[
ξ̃ + ~−1ρ(x;α, ~)

]
(ντ − R)−1.

Also, the cutoff Λ̃(x;α, ~) ensures that (ντ − R)ξ
1
2 = ξ̃ + ~−1ρ(x;α, ~) &

∣∣∣ξ̃
∣∣∣ on the support of the integrand.

Then, assuming kν < 1
2
, we can write (with c(τ, ντ − R) = ντ − R − ~−1ρ(~R; ~, ~))

χντ−R.~

∫ ∞

0

Λ̃(x;α, ~)

[
e±i(ντ−R)ξ

1
2 · e∓i~−1ρ(x;α,~) − 1

]
e±i~−1y(α;~) · Ψ(x;α, ~) dξ

=
∑

j′+ j′′= j

C j′, j′′χντ−R.~ · (ντ − R)
3
2
+ν [log(ντ − R)

] j′ ·
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∫ ∞

c(τ,ντ−R)

e±iξ̃ − 1

[ξ̃ + ~−1ρ(x;α, ~)]
3
2
+kν

(
log

(
ξ̃ + ~−1ρ

)) j′′
Ψ̃(x;α, ~) dξ̃,

where we put

Ψ̃(x;α, ~) = Λ̃(x;α, ~)e±i~−1y(α;~) · Ψ(x;α, ~) · ξ 5
4
+ kν

2 (log ξ)− j · ∂ξ
1
2

∂ξ̃
.

Then from the definitions we directly infer the bound

∣∣∣Ψ̃(x;α, ~)
∣∣∣ . τ− 1

2 · (ντ − R)−1

provided ~ & ντ − R > 0, and putting

G(τ, ντ − R) = τ
1
2 (ντ − R) ·

∫ ∞

c(τ,ντ−R)

e±iξ̃ − 1
[
ξ̃ + ~−1ρ(x;α, ~)

] 3
2
+kν

(
log

(
ξ̃ + ~−1ρ

)) j′′
Ψ̃(x;α, ~) dξ̃,

we easily infer the desired symbol type behavior asserted in the lemma. In fact, note that upon writing

x = ~ξ
1
2 [ντ − (ντ − R)],

∂(ντ−R)


1

[
ξ̃ + ~−1ρ(x;α, ~)

] 3
2
+kν

 = −
(
3

2
+ kν

)
· ~

−1ρx · ~ξ
1
2

[
ξ̃ + ~−1ρ(x;α, ~)

] 5
2
+kν

,

and so (again using τ ≃ R)
∣∣∣∣∣∣∣∣∣
∂(ντ−R)


1

[
ξ̃ + ~−1ρ(x;α, ~)

] 3
2
+kν



∣∣∣∣∣∣∣∣∣
.

~
−1ρx · xτ−1

[
ξ̃ + ~−1ρ(x;α, ~)

] 5
2
+kν

.
τ−1

[
ξ̃ + ~−1ρ(x;α, ~)

] 3
2
+kν

on the support of the integrand, which leads to better than symbol behavior in the case the derivative ∂(ντ−R)

falls on this term in the integral. However, this is not the case for the contribution when this derivative falls

on the factor

ρn(ξ) = ρn(ξ(ξ̃)),

for which we have to use Proposition 4.32. The case kν ≥ 1
2

is handled by subtracting further terms from

e±iξ̃ to handle the term
[
ξ̃ + ~−1ρ(x;α, ~)

]−( 3
2
+kν)

when ξ̃ ≪ 1.

It remains to explain how to handle the contributions of the second to fourth sum constituting x(τ, ξ) in

Definition 7.2. This is quite straightforward for the terms in the third sum. In fact, observe that if we restrict

this sum to the region ~2ξ . 1, then it contributes to a term of type f3, i.e. of bounded S̃
(n)

0
-norm (and



A STABILITY THEORY BEYOND THE CO-ROTATIONAL SETTING FOR CRITICAL WAVE MAPS BLOW UP 225

bounded S̃
(n)

1
-norm for its temporal derivative). This is a consequence of the fact that (for k ≥ 1)

∥∥∥∥∥∥∥∥
χ~−2&ξ≥1~

−1〈~2ξ〉− l
4

e±iντξ
1
2

ξ1+k ν
2

(
log ξ

)i · Fl,k,i(τ, ξ)

∥∥∥∥∥∥∥∥
S ~

0

.

∥∥∥∥∥∥∥∥
χ~−2&ξ≥1〈~2ξ〉− l

4
e±iντξ

1
2

ξ
1
2+k ν2

(
log ξ

) j · Fl,k, j(τ, ξ)

∥∥∥∥∥∥∥∥
L2

dξ

. 1.

Then restricting the expressions to the high-frequency region ξ & ~−2, one may replace the factors 〈~2ξ〉− l
4

by (~2ξ)−
l
4 for all intents and purposes, which upon following the steps in the preceding is seen to lead to

additional factors of the form
(
~
−1[ντ − R]

) l−1
2 for the terms of explicit form. Moreover, the extra factors

Fl,k, j(τ, ξ) are seen to not lead to any additional complications due to their symbol type bounds.

It remains to deal with the contribution of terms in the second and fourth sum, which differ more significantly

due to the presence of the phase function e±i~−1ρ(xτ;α,~). This requires revisiting all terms where integration by

parts was required. To do so we briefly revisit the cases (1) - (4) in the preceding, explaining the differences.

For simplicity we shall set l = j = 0, the more general case being similar, and so we can unambiguously

refer to these cases from before.

In cases (1), (2), one replaces the term e±iντξ
1
2 by e±i(ντξ

1
2 +~−1ρ(xτ;α,~)). Keeping in mind that ξ~2

& 1 for these

terms, one has

∂
ξ

1
2

(
ντξ

1
2 + ~−1ρ(xτ;α, ~)

)
= ντ + ~−1ρx(xτ;α, ~) · ~ντ + ~−1ρα(xτ;α, ~) · ~

= ντ + O(1),

since we have xτ & τ on the support of the expression, and so ~−1ρx(xτ;α, ~) · ~ντ . τ−1, while |ρα| . ~.
Thus the integration by parts with respect to ξ

1
2 works in the same way here.

Case (3) also basically doesn’t change, since here we encounter the phase function

±2

3
~
−1ζ

3
2 ± (ντξ

1
2 + ~−1ρ(xτ;α, ~)),

Here we have the same bound
∣∣∣∣∣∣∂ξ 1

2

(
±2

3
~
−1ζ

3
2 ±

(
ντξ

1
2 + ~−1ρ(xτ;α, ~)

))∣∣∣∣∣∣ & τ,

on account of the above bound for ∂
ξ

1
2

(
~
−1ρ(xτ;α, ~)

)
= ~−1ρx(xτ;α, ~)·~ντ, and then the argument proceeds

as before.

In case (4), using the fact that ντ − R ≫ 1, we can again immediately reduce to the destructively resonant

case involving the phase (ντ − R)ξ
1
2 and the case close to the light cone ντ − R . 1. Now to deal with the

intermediate case ~ ≪ ντ − R . 1, we encounter the phase
[
(ντ − R)ξ

1
2 + ~−1y(α, ~) − ~−1ρ(x;α, ~) + ~−1ρ(xτ;α, ~)

]
,
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for which we have the relation

∂
ξ

1
2

[
(ντ − R)ξ

1
2 + ~−1y(α, ~) − ~−1ρ(x;α, ~) + ~−1ρ(xτ;α, ~)

]

= (ντ − R) + yα(α, ~) − ~−1∂
ξ

1
2

(∫ 1

0

ρx(sx + (1 − s)xτ;α, ~) · (x − xτ) ds

)
,

and we have the relation (for ξ & ~−2)

~
−1∂

ξ
1
2

(∫ 1

0

ρx(sx + (1 − s)xτ;α, ~) · (x − xτ) ds

)

= (R − ντ) · ξ 1
2

∫ 1

0

[
ρxx(sx + (1 − s)xτ;α, ~) · (s~R + (1 − s)~ντ) + ~ρxα(sx + (1 − s)xτ;α, ~)

]
ds

+ (R − ντ) ·
∫ 1

0

ρx(sx + (1 − s)xτ;α, ~) ds

= (R − ντ) ·O
(
τ−2

)
.

In light of yα(α, ~) = O(~) because of Lemma 4.13, we conclude that
∣∣∣∣∣∂ξ 1

2

[
(ντ − R)ξ

1
2 + ~−1y(α, ~) − ~−1ρ(x;α, ~) + ~−1ρ(xτ;α, ~)

]∣∣∣∣∣ & ντ − R,

and one can again argue as in the earlier situation to handle the regime ~≪ ντ − R . 1.

Finally, consider the expression

χντ−R.~

∫ ∞

0

e±i(ντ−R)ξ
1
2 · e∓i~−1[ρ(x;α,~)−ρ(xτ ;α,~)−y(α;~)] · χξ~2&1Ψ(x;α, ~) dξ

where Ψ(x;α, ~) is again defined as in the earlier case (4). Dealing with this is now in fact a bit simpler than

in the earlier situation. Write the preceding as

χντ−R.~

∫ ∞

0

e±i(ντ−R)ξ
1
2 · e∓i~−1[ρ(x;α,~)−ρ(xτ ;α,~)−y(α;~)] · χξ~2&1Ψ(x;α, ~) dξ

= χντ−R.~

∫ ∞

0

χ
(ντ−R)ξ

1
2 .1

e±i(ντ−R)ξ
1
2 · e∓i~−1[ρ(x;α,~)−ρ(xτ ;α,~)]e±i~−1y(α;~) · χξ~2&1Ψ(x;α, ~) dξ

+ χντ−R.~

∫ ∞

0

χ
(ντ−R)ξ

1
2 &1

e±i(ντ−R)ξ
1
2 · e∓i~−1[ρ(x;α,~)−ρ(xτ ;α,~)]e±i~−1y(α;~) · χξ~2&1Ψ(x;α, ~) dξ

=: X1 + X2.

In order to treat the first term, write it as (assuming 1
2
+kν < 1, the case 1

2
+kν ≥ 1 being handled analogously

by subtracting more terms of the Taylor expansion of ez, z = ±i(ντ − R)ξ
1
2 ∓ i~−1 [

ρ(x;α, ~) − ρ(xτ;α, ~)
]
)

X1 =χντ−R.~

∫ ∞

0

χ
(ντ−R)ξ

1
2 .1

[
e±i(ντ−R)ξ

1
2 · e∓i~−1[ρ(x;α,~)−ρ(xτ ;α,~)] − 1

]
Ψ̃(x;α, ~) dξ

+ χντ−R.~

∫ ∞

0

χ
(ντ−R)ξ

1
2 .1
Ψ̃(x;α, ~) dξ,
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and we set Ψ̃(x;α, ~) = e±i~−1y(α;~) · χξ~2&1Ψ(x;α, ~). The second term on the right, call it X12, is easily seen

to be in S̃
(~)

0
with the desired bound ‖X12‖S̃ (~)

0

+ ‖∂τX21‖S̃ (~)

1

. 1. The first term, call it X11, can be written as

X11 =χντ−R.~(ντ − R)

∫ ∞

0

χ
(ντ−R)ξ

1
2 .1

[
e±i(ντ−R)ξ

1
2 · e∓i~−1[ρ(x;α,~)−ρ(xτ ;α,~)] − 1

]

[
ξ

1
2 (ντ − R)

] ξ
1
2 Ψ̃(x;α, ~) dξ

=:χντ−R.~(ντ − R)
1
2
+kν · H(τ, ντ − R)

τ
1
2

.

We claim that the function H(τ, x) satisfies the symbol bounds
∣∣∣∣∂k1
τ ∂

k2
x H(τ, x)

∣∣∣∣ . τ−k1 x−k2 . To begin with,

note that the function [
e±i(ντ−R)ξ

1
2 · e∓i~−1[ρ(x;α,~)−ρ(xτ ;α,~)] − 1

]

[
ξ

1
2 (ντ − R)

]

is bounded on the support of the integrand, since
∣∣∣∣±i(ντ − R)ξ

1
2 ∓ i~−1 [

ρ(x;α, ~) − ρ(xτ;α, ~)
]∣∣∣∣ . (ντ − R)ξ

1
2

there. As for the derivatives, write

~
−1 [

ρ(x;α, ~) − ρ(xτ;α, ~)
]
=

∫ 1

0

ρx (sx + (1 − s)xτ;α, ~) ds · (R − ντ)ξ
1
2 ,

whence (as usual interpreting x as function of τ and ντ − R), we infer the relation
∣∣∣∣∣∣∣∣∣∣
∂τ



[
e±i(ντ−R)ξ

1
2 · e∓i~−1[ρ(x;α,~)−ρ(xτ ;α,~)] − 1

]

[ξ
1
2 (ντ − R)]



∣∣∣∣∣∣∣∣∣∣

≤
∣∣∣∣∣∣1 +

∫ 1

0

ρx (sx + (1 − s)xτ;α, ~) ds

∣∣∣∣∣∣ ·
∣∣∣∣∣∣Z
′
(
(ντ − R)ξ

1
2 · (1 +

∫ 1

0

ρx

(
sx + (1 − s)xτ;α, ~

)
ds)

)∣∣∣∣∣∣

·
∣∣∣∣∣∣(ντ − R)ξ

1
2 · ∂τ

(∫ 1

0

ρx (sx + (1 − s)xτ;α, ~) ds

)∣∣∣∣∣∣

+
∣∣∣∂τ

( ∫ 1

0

ρx

(
sx + (1 − s)xτ;α, ~

)
ds

)∣∣∣ ·
∣∣∣Z(

(ντ − R)ξ
1
2 · (1 +

∫ 1

0

ρx

(
sx + (1 − s)xτ;α, ~

)
ds)

)∣∣∣,

where we set Z(x) := e±ix−1
x

. Using the crude bound
∣∣∣∣∣∣∂τ

(∫ 1

0

ρx (sx + (1 − s)xτ;α, ~) ds

)∣∣∣∣∣∣ . τ
−1,

we easily infer, also using the definition of Ψ̃(x;α, ~), that on the support of the integrand for the integral in

the definition of X11, whence in particular with (ντ − R)ξ
1
2 . 1, x & 1, we have

|∂τH(τ, ντ − R)| . τ−1,
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and analogously for higher derivatives with respect to τ. Derivatives with respect to ντ − R are handled

analogously: here one may lose a factor ξ
1
2 . (ντ − R)−1 on the support of the integrand.

It remains to deal with the term X2, which is

X2 = χντ−R.~

∫ ∞

0

χ
(ντ−R)ξ

1
2 &1

e±i(ντ−R)ξ
1
2 · e∓i~−1[ρ(x;α,~)−ρ(xτ ;α,~)]e±i~−1y(α;~) · χξ~2&1Ψ(x;α, ~) dξ.

We claim that this is also of the form χντ−R.~(ντ − R)
1
2
+kν · H(τ,ντ−R)

τ
1
2

, with H having the appropriate symbol

behavior. For this, introduce the integration variable

ξ̃ := (ντ − R)ξ
1
2 − ~−1[ρ(x;α, ~) − ρ(xτ;α, ~)].

Then the preceding formula for the difference ~−1[ρ(x;α, ~)− ρ(xτ;α, ~)] and the fact that sx+ (1− s)xτ ≃ τ
on the support of the integrand for X2 imply that

ξ̃ ≃ (ντ − R)ξ
1
2 ,

∂ξ̃

∂ξ
1
2

≃ ντ − R

on the support of the integrand. We can then write

X2 = χντ−R.~(ντ − R)
3
2
+kν

∫ ∞

0

χ
(ντ−R)ξ

1
2 &1

e∓iξ̃

(
ξ̃ + ~−1

[
ρ(x;α, ~) − ρ(xτ;α, ~)

]) 3
2
+kν
· ∂ξ

1
2

∂ξ̃

˜̃Ψ dξ̃,

where we have set ˜̃Ψ := 2ξ
5
4
+ kν

2 e±i~−1y(α;~) ·χξ~2&1Ψ(x;α, ~), and we recall that for simplicity of exposition we

assume l = j = 0(recall the definition of Ψ). Then since
∣∣∣∣ ˜̃Ψ(x;α, ~)

∣∣∣∣ . τ−
1
2 on the support of the integrand,

writing X2 = χντ−R.~(ντ − R)
1
2
+kν · H(τ,ντ−R)

τ
1
2

we infer |H(τ, ντ − R)| . 1. Further using

∂ξ̃

∂ξ
1
2

=(ντ − R) ·
(
1 +

∫ 1

0

ρx(sx + (1 − s)xτ;α, ~) ds +

∫ 1

0

ρxx(sx + (1 − s)xτ;α, ~) · (sx + (1 − s)xτ) ds

)

+ (ντ − R) · ~
∫ 1

0

ρxα(sx + (1 − s)xτ;α, ~) ds,

taking advantage of Lemma 4.13, we find
∣∣∣∣∣∣∣
∂k1
τ ∂

k2

ντ−R


∂ξ

1
2

∂ξ̃



∣∣∣∣∣∣∣
. τ−k1 (ντ − R)−k2−1,

and in conjunction with the definition of ˜̃Ψ, the desired symbol behavior of H follows. �

The preceding lemma admits a counterpart translating a physical singular expansion into a Fourier ex-

pansion. Note that this is not a simple inverse, and adapted to the specific needs later on:

Lemma 7.7. Assume that f = f (τ,R) is a function supported on ντ
2
< R ≤ ντ which admits an expansion

f =

3∑

j=1

f j
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where the f1 is as in the statement of the preceding lemma, f2 can be written as f2 =
∑7

l=0 f2l while the f2l

vanish on the set ντ < R and are defined on R < ντ as in the preceding lemma except that ~−
l+1
2 is replaced

by ~−
l
2
−1, and f3 is C∞ with ‖ f3‖S̃ (~)

1

. τ−1−ν and satisfies the pointwise bounds

∣∣∣∂k
R f3(τ,R)

∣∣∣ . τ− 3
2
−ν · ~−1 min{|ντ − R|−k , ~−k}, 0 ≤ k ≤ 5.

Then setting

x(τ, ξ) :=

∫ ∞

0

φn(R; ξ) · f (τ,R) · ρn(ξ) dξ,

we have x = x1 + x2, where

‖x1‖S ~
1
. τ−1−ν,

and furthermore we can write

x1(τ, ξ) =
∑

±
e±iντξ

1
2 · g±(τ, ξ)

where g±(τ, ξ) is C∞ with respect to the second variable, and satisfies the bounds
∣∣∣∣∂k2

ξ
g±(τ, ξ)

∣∣∣∣ . log τ · τ−1−ν · ~−1ξ−
1
2 〈~ξ 1

2 〉−4, 0 ≤ k2 ≤ 5.

Furthermore, x2 admits the symbol expansion (with ρ as in Lemma 4.13 and xτ = ~ξ
1
2 · ντ)

x2(τ, ξ) =
∑

±

7∑

l=0

N∑

k=1

N1∑

i=0

χξ≥~−2~
−1〈~2ξ〉− l

4
e±i(ντξ

1
2 +~−1ρ(xτ;α,~))

ξ
3
4+k ν2

(
log ξ

) j · Fl,k, j(τ, ξ)

and we have the symbol type bounds (with k1 ∈ {0, 1}, k2 ∈ {0, . . . , 5}, k1 + k2 ≤ 5)
∣∣∣∣∂k1
τ ∂

k2

ξ
Fl,k, j(τ, ξ)

∣∣∣∣ . log τ · τ−1−ν−k1 · ξ−k2 ,

as well as the closure bound ∥∥∥∥ξ5+δ−k1∂k1
τ ∂

k2

ξ
Fl,k, j(τ, ξ)

∥∥∥∥
Ċδ
. log τ · τ−1−ν−k1 .

Proof.

x(τ, ξ) =

3∑

j=1

y j(τ, ξ),

where we set

y j(τ, ξ) =

∫ ∞

0

φn(R; ξ) f j(τ,R) R dR.

Then it is immediate that
∥∥∥y3

∥∥∥
S ~

1

. τ−1−ν, whence y3 can be incorporated into x1. The same holds for f1 by

using a similar argument and the cutoff ντ − R & 1.

It thus remains to deal with f2 =
∑7

l=0 f2l, where it suffices to set (with l, k, i as in the specified ranges above)

g(τ,R) := χ|ντ−R|.~
Gk,l,i(τ, ντ − R)

τ
1
2

~
− l

2
−1[ντ − R]

l
2
+kν(log(ντ − R))i
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We split the distorted Fourier transform of this term into several pieces. To begin with, write
〈
φn(R; ξ), χ|ντ−R|.~

Gk,l, j(τ, ντ − R)

τ
1
2

~
− l

2
−1 [ντ − R]

l
2
+kν (log(ντ − R)

) j

〉

L2
R dR

= χξ~2.1 〈. . .〉L2
R dR
+ χξ~2&1 〈. . .〉L2

R dR
.

Then the low-frequency term can again be included into S ~
1
:

∥∥∥∥χξ~2.1〈. . .〉L2
R dR

∥∥∥∥
S ~

1

. ~ · ‖g‖L2
R dR
. τ−1−ν,

where we take advantage of the fact that
∣∣∣∣χ|ντ−R|.~~

− l
2 · |ντ − R| l2

∣∣∣∣ . 1.

We can thus reduce to considering

x2(τ, ξ) := χξ~2&1

∫ ∞

0

φn(R; ξ)χ|ντ−R|.~
Gk,l, j(τ, ντ − R)

τ
1
2

~
− l

2
−1 [ντ − R]

l
2
+kν (log(ντ − R)

) j
R dR

Observe that since ξ
1
2 ~R ≃ ξ 1

2 ~τ ≫ 1 on the support of the above integrand, the function φn(R; ξ) is in the

oscillatory regime, and we may replace this function by

~
1
3 x−

1
2

(
~
− 2

3 ζ

)− 1
4

q−
1
4 (ζ)Re

[
a(ξ)e

±i

(
Rξ

1
2 −y(α;~)+~−1ρ(x;α,~)

)

·
(
1 + ~ã1(ζ;α)

)]
,

where as usual we have incorporated the asymptotic correction terms for the oscillatory Airy functions into

the term 1 + ~ã1(ζ;α). Write

φn(R; ξ) =
∑

±
e±iντξ

1
2 · e∓i(ντ−R)ξ

1
2 ±i~−1ρ(x;α,~)

(Rξ
1
2 )

1
2

· ψ(x;α, ~) · (1 + ~ã1(ζ;α))

=:
∑

±
e±iντξ

1
2 · φ±,τ(R; ξ, ~),

where ψ has symbol behavior with respect to x, α. Then we can write

x2(τ, ξ)

=
∑

±
χξ~2&1e±iντξ

1
2 ·

∫ ∞

0

φ±,τ(R; ξ, ~)χ|ντ−R|.~
Gk,l, j(τ, ντ − R)

τ
1
2

~
− l

2
−1 [ντ − R]

l
2
+kν (log (ντ − R)

) j
R dR

=
∑

±
χξ~2&1e±iντξ

1
2 ·

∫ ∞

0

φ±,τ(R; ξ, ~)χ
|ντ−R|.ξ−

1
2

Gk,l, j(τ, ντ − R)

τ
1
2

~
− l

2−1 [ντ − R]
l
2+kν (log (ντ − R)

) j
R dR

+
∑

±
χξ~2&1e±iντξ

1
2 ·

∫ ∞

0

φ±,τ(R; ξ, ~)χ
ξ
− 1

2 .|ντ−R|.~

Gk,l, j(τ, ντ − R)

τ
1
2

~
− l

2
−1 [ντ − R]

l
2
+kν (log (ντ − R)

) j
R dR

=: x21 + x22.
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To deal with x21, we simply write it as

x21 =
∑

±
χξ~2&1~

−1
〈
ξ~2

〉− l
4 e±iντξ

1
2

ξ
3
4
+ kν

2

(
log ξ

) j · F(1),±
l,k, j

(τ, ξ),

where we define

F
(1),±
l,k, j

(τ, ξ)

=χ̃ξ~2&1

〈
ξ~2

〉 l
4

(
ξ~2

) l
4

· ξ
3
4

(
log ξ

) j

·
∫ ∞

0

φ±,τ(R; ξ, ~)χ
|ντ−R|.ξ−

1
2

Gk,l, j(τ, ντ − R)

τ
1
2

[
ξ

1
2 (ντ − R)

] l
2
+kν (

log (ντ − R)
) j

R dR

Then it is straightforward to check that
∣∣∣∣F(1),±

l,k, j
(τ, ξ)

∣∣∣∣ . τ−1−ν,

due to the fact that
∣∣∣φ±,τ(R; ξ, ~)

∣∣∣ . τ−
1
2 ξ−

1
4 on the support of the integrand, as well as the fact that the

R-integration interval is of length . ξ−
1
2 . We claim that F

(1),±
l,k,i

(τ, ξ) also has the kind of symbol behavior

asserted in the lemma. The main difficulty here comes from dealing with the phase e±i~−1ρ(x;α,~). The idea is

to exploit the localization near the light cone expressed by the condition (ντ−R)ξ
1
2 . 1 to expand this phase

into Taylor expansion around R = ντ. In fact, setting xτ := ξ
1
2 ~ντ, we can write

~
−1ρ(x;α, ~) = ~−1ρ(xτ;α, ~) + ~

−1
∑

j≥1

1

j!
(∂

j
xρ)(xτ;α, ~) · (x − xτ)

j (7.2)

It follows that we can write

x21 =
∑

±
χξ~2&1~

−1
〈
ξ~2

〉− l
4 e
±i

[
ντξ

1
2 +~−1ρ(xτ;α,~)

]

ξ
3
4
+ kν

2

(
log ξ

) j · F̃(1),±
l,k, j

(τ, ξ),

where we have

F̃
(1),±
l,k, j

(τ, ξ)

= χ̃ξ~2&1

〈
ξ~2

〉 l
4

(
ξ~2

) l
4

· ξ
3
4

(
log ξ

) j

∫ ∞

0

φ̃±,τ(R; ξ, ~)χ
|ντ−R|.ξ−

1
2

Gk,l, j(τ, ντ − R)

τ
1
2

[
ξ

1
2 (ντ − R)

] l
2
+kν (

log (ντ − R)
) j

R dR,

φ̃±,τ(R; ξ, ~) :=
e∓i(ντ−R)ξ

1
2 ±i~−1[ρ(x;α,~)−ρ(xτ ;α,~)]

(
Rξ

1
2

) 1
2

· ψ(x;α, ~) ·
(
1 + ~ã1(ζ;α)

)

But then taking advantage of the localization of the integral as well as (7.2) it is straightforward to check

that F̃
(1),±
l,k,i

(τ, ξ) has the desired Symbol type behavior.



232 JOACHIM KRIEGER, SHUANG MIAO, AND WILHELM SCHLAG

It remains to deal with the term x22(τ, ξ). Proceeding in analogy to x21, write this as

x22 =
∑

±
χξ~2&1~

−1
〈
ξ~2

〉− l
4 e
±i

[
ντξ

1
2 +~−1ρ(xτ;α,~)

]

ξ
3
4
+ kν

2

(
log ξ

) j · F̃(2),±
l,k, j

(τ, ξ),

where we have

F̃
(2),±
l,k, j

(τ, ξ)

= χ̃ξ~2&1

〈
ξ~2

〉 l
4

(
ξ~2

) l
4

· ξ
3
4

(
log ξ

) j

∫ ∞

0

χ
ξ
− 1

2 .|ντ−R|.~
φ̃±,τ(R; ξ, ~)

Gk,l, j(τ, ντ − R)

τ
1
2

[
ξ

1
2 (ντ − R)

] l
2
+kν (

log (ντ − R)
) j

R dR,

φ̃±,τ(R; ξ, ~) :=
e∓i(ντ−R)ξ

1
2 ±i~−1[ρ(x;α,~)−ρ(xτ ;α,~)]

(
Rξ

1
2

) 1
2

· ψ(x;α, ~) ·
(
1 + ~ã1(ζ;α)

)

Then introduce the new variable

R̃ := (ντ − R)ξ
1
2 − ~−1 [

ρ(x;α, ~) − ρ(xτ;α, ~)
]
.

Then observe that on account of x≫ 1 on the support of the integrand, we have

∂R̃

∂R
= −ξ 1

2 − ~−1ρx · ~ξ
1
2 ≃ −ξ 1

2 .

Moreover, due to

~
−1 [

ρ(x;α, ~) − ρ(xτ;α, ~)
]
= ~−1

(∫ 1

0

ρx(sx + (1 − s)xτ;α, ~) ds

)
· (x − xτ)

=

(∫ 1

0

ρx(sx + (1 − s)xτ;α, ~) ds

)
· (R − ντ)ξ

1
2

and |ρx(sx + (1 − s)xτ;α, ~)| . τ−2 on the region |R − ντ| < 1, x & 1, we see that

R̃ ≃ (ντ − R)ξ
1
2

on the support of the integrand. Furthermore, interpreting ντ − R = (ντ − R)(R̃, ξ, τ), we get
[
(ντ − R)ξ

1
2

]

,ξ
1
2

= ~−1 [
ρ(x;α, ~) − ρ(xτ;α, ~)

]
,ξ

1
2

= ~−1 ·
(∫ 1

0

ρx(sx + (1 − s)xτ;α, ~) ds · (x − xτ)

)

,ξ
1
2

= ξ
1
2

∫ 1

0

ρx(sx + (1 − s)xτ;α, ~) ds · (R − ντ)
,ξ

1
2

+

(
ξ

1
2

∫ 1

0

ρx(sx + (1 − s)xτ;α, ~) ds

)

,ξ
1
2

· (R − ντ).
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This relation easily implies that
∣∣∣∣∣(R − ντ)

,ξ
1
2

∣∣∣∣∣ .
ντ − R

ξ
1
2

on the support of the integrand defining F̃
(2),±
l,k, j

(τ, ξ). On the other hand, using the fact R̃ ≃ (ντ − R)ξ
1
2 we

have
∣∣∣(ντ − R),R̃

∣∣∣ . ξ− 1
2 ≃ ντ − R

R̃
.

Then expressing the integral for F̃
(2),±
l,k, j

(τ, ξ) in terms if R̃ and performing sufficiently many integrations by

parts with respect to R̃, as well as exploiting the symbol behavior of Gk,l, j(τ, ντ − R) and the preceding

inequality, the desired symbol behavior for F̃
(2),±
l,k, j

(τ, ξ) follows easily. �

7.3. Description of the shock on the distorted Fourier side II: admissible expansions. When formulat-

ing the precise asymptotic expansions we shall use for the description of the singular part on the Fourier

side, we have to take into account the action of the solution of the wave equation at angular momentum n,

|n| ≥ 2, and formulated on the (distorted) Fourier side, given by the Duhamel formula

∫ τ

τ0

λ(τ)

λ(σ)
·



ρn

(
λ2(τ)

λ2(σ)
ξ

)

ρn(ξ)



1
2

·
sin

[
λ(τ)ξ

1
2

∫ τ

σ
λ−1(u) du

]

ξ
1
2

· F
(
σ,

λ2(τ)

λ2(σ)
ξ

)
dσ

If F(σ, ξ) is a singular source term admitting an expansion as in the preceding subsection, then the re-scaled

term F

(
σ,

λ2(τ)

λ2(σ)
ξ

)
will come in general with a phase

e
±i

(
νσ· λ(τ)

λ(σ)
ξ

1
2 +~−1ρ

(
x
σ· λ(τ)
λ(σ)

;α· λ(τ)
λ(σ)

,~

))

,

while the other oscillatory term sin
[
λ(τ)ξ

1
2

∫ τ

σ
λ−1(u) du

]
will contribute

e
±iν

(
τ− λ(τ)

λ(σ)
σ
)
·ξ

1
2
.

These phases will either enter ‘destructive resonance’, resulting in a singularity propagating precisely along

the light cone characteristic R = ντ, or else enter into a ‘constructive resonance’ resulting in a singularity

propagating outside of the light cone. The latter situation, when translated to the interior of the light cone,

will result in smoother terms, in principle analogous to the connecting singular terms from the preceding

section, but with a more complicated algebraic structure, which we will have to keep track of. Precisely, in

essence we will encounter integrals of the form (where as usual α = ~ξ
1
2 )

e±iντξ
1
2

∫ τ

τ0

e
±i~−1ρ

(
x
σ· λ(τ)
λ(σ)

;α· λ(τ)
λ(σ)

,~

)

·G
(
σ,

λ2(τ)

λ2(σ)
ξ

)
dσ

∫ τ

τ0

e
±i

((
ντ−2

λ(τ)
λ(σ)

νσ
)
ξ

1
2 −~−1ρ

(
x
σ· λ(τ)
λ(σ)

;α· λ(τ)
λ(σ)

,~

))

·G
(
σ,

λ2(τ)

λ2(σ)
ξ

)
dσ,
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where the two ±-signs in the first integral are synchronized, and where the factors G

(
σ,

λ2(τ)

λ2(σ)
ξ

)
have suitable

symbol behaviour. The key point concerning the second integral represents a function whose singularity (on

the physical side) is located at R = 2
λ(τ)
λ(σ)

νσ − ντ ≥ ντ due to σ ≤ τ, and the integration over σ ensures this

function, upon restriction to the interior of the light cone, is of regularity H2+.

Of course, the preceding integration expressions need to be re-inserted into suitable source terms and again

subjected to the wave parametrix, resulting in more complex expressions in principle. However, a simple

formalism is possible to capture all the terms that arise in this fashion, which is realized in the following

definition:

Definition 7.8. We call a function x(τ, ξ), ξ ∈ [0,∞), an admissible singular part at angular momentum

n, |n| ≥ 2, provided it allows a representation

x(τ, ξ) = xin(τ, ξ) + xout(τ, ξ) + xprot(τ, ξ)

where xin represents the ingoing part of the singularity, which constitutes the dominant part, while xout

represents the outgoing part, xprot(τ, ξ) is a prototypical singularity as in Definition 7.2 and the first two of

these admit the following expansions:

We can write (in the following all cutoffs χ are smooth)

xin(τ, ξ) =
∑

±

N∑

k=1

N1∑

j=0

χξ≥~−2~
−1 e±iντξ

1
2

ξ1+k ν2

(
log ξ

) j ·
∫ τ

τ0

e
±i~−1ρ

(
x
σ· λ(τ)
λ(σ)

;α· λ(τ)
λ(σ)

,~

)

· a(±)

k, j
(τ, σ) dσ

+
∑

±

7∑

l=1

N∑

k=1

N1∑

j=0

χ
(l)

ξ≥~−2~
−1

〈
~

2ξ
〉− l

4 e±iντξ
1
2

ξ1+k ν
2

(
log ξ

) j

·
∫ τ

τ0

e
±i~−1ρ

(
x
σ· λ(τ)
λ(σ)

;α· λ(τ)
λ(σ)

,~

)

· F(±)

l,k, j

(
τ, σ,

λ2(τ)

λ2(σ)
ξ

)
dσ,

(7.3)

where the ±-signs in each expression on the right are synchronized, and we have the following bounds,

where the δl are small positive numbers decreasing in l: :

∣∣∣∣a(±)

k, j
(τ, σ)

∣∣∣∣ + τk1

∣∣∣∣∂k1
τ a

(±)

k, j
(τ, σ)

∣∣∣∣ .k1

(
log τ

)N1− j
τ−1−ν · σ−3,

∣∣∣∣ξk2∂ιτ∂
k2

ξ
F

(±)

l,k, j
(τ, σ, ξ)

∣∣∣∣ .k1

(
log τ

)N1− j
τ−1−ν · σ−1 ·

[
σ−2 + κ

(
~ξ

1
2

)]
, 0 ≤ k2 ≤ 5, ι ∈ {0, 1}

∥∥∥∥ξ5+δ−k1∂ιτ∂
5
ξF

(±)

l,k,i
(τ, σ, ξ)

∥∥∥∥
Ċδ
ξ
(ξ≃µ)

.k1

(
log τ

)N1− j
τ−1−ν · σ−1 ·

[
σ−2 + κ

(
~µ

1
2

)]
, ι ∈ {0, 1}

where we set κ(x) := x
1+x2 and µ can be any positive number. We shall again call the first sum on the right in

(7.3) the principal part of the ingoing singularity, while we call the second sum the connecting part of the

ingoing singularity.

For the outgoing part, we can split it into

xout = xout,1 + xout,2
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where the first term on the right represents the ‘outgoing seed singularity’ given by

xout,1(τ, ξ) =
∑

±

7∑

l=0

N∑

k=1

N1∑

j=0

χξ≥~−2~
−1

〈
~

2ξ
〉− l

4

(
log ξ

) j

ξ1+ kν
2

·
∫ τ

τ0

e
±i

[(
ντ−2

λ(τ)
λ(σ)

νσ
)
ξ

1
2 −~−1ρ

(
x
σ· λ(τ)
λ(σ)

;α· λ(τ)
λ(σ)

,~

)]

· F̃±l,k, j
(
τ, σ,

λ2(τ)

λ2(σ)
ξ

)
dσ,

(7.4)

and we have the bounds
∣∣∣∣ξr∂ιτ∂

r
ξF̃

(±)

l,k, j
(τ, σ, ξ)

∣∣∣∣ .
(
log τ

)N1− j
τ−1−ν · σ−1 ·

[
σ−2 + κ

(
~ξ

1
2

)]
, 0 ≤ r ≤ 5, ι ∈ {0, 1}

∥∥∥∥ξ5+δ∂ιτ∂
5
ξF

(±)

l,k, j
(τ, σ, ξ)

∥∥∥∥
Ċδ
ξ
(ξ≃µ)

.
(
log τ

)N1− j
τ−1−ν · σ−1 ·

[
σ−2 + κ

(
~µ

1
2

)]
, ι ∈ {0, 1}.

The second term xout,2, which is the ‘outgoing perpetuated singularity’ admits the description

xout,2(τ, ξ) =
∑

±

7∑

l=0

N∑

k=1

N1∑

j=0

χξ≥~−2~
−1

〈
~

2ξ
〉− l

4

(
log ξ

) j

ξ1+k ν
2

·
∫ ∞

0

∫ τ

τ0

e
±i

[
ν
(
λ(τ)
λ(σ)

x+τ
)
ξ

1
2 +~−1ρ

(
x
σ· λ(τ)
λ(σ)

;α· λ(τ)
λ(σ)

,~

)]

·G±l,k, j
(
τ, σ, x,

λ2(τ)

λ2(σ)
ξ

)
dσdx,

(7.5)

where F±
0,k,i

(
τ, σ,

λ2(τ)

λ2(σ)
ξ

)
= b±

k,i
(τ, σ), G±

0,k,i

(
τ, σ, x,

λ2(τ)

λ2(σ)
ξ

)
= c±

k,i
(τ, σ, x), and we have the bounds

∥∥∥∥ξk2∂
k2

ξ
G

(±)

l,k,i
(τ, σ, x, ξ)

∥∥∥∥
L1

x

.
(
log τ

)N1−i
τ−1−ν · σ−1 ·

[
σ−2 + κ

(
~ξ

1
2

)]
, 0 ≤ k2 ≤ 5,

∥∥∥∥∥∥
∥∥∥∥ξ5+δl∂5

ξG
(±)

l,k,i
(τ, σ, x, ξ)

∥∥∥∥
Ċ
δl
ξ

(ξ≃λ)

∥∥∥∥∥∥
L1

x

.
(
log τ

)N1−i
τ−1−ν · σ−1 ·

[
σ−2 + κ

(
~λ

1
2

)]
,

Moreover, we require4 that the same structure and bounds apply to ξ−
1
2 ·

(
∂τ − 2λτ

λ
ξ∂ξ

)
xout,2 up to terms

of the kinds xin, xout,1. Finally, we say that the principal singular part is of restricted type, provided for

k ∈ {1, 2} we have

ak,i(τ, σ) =

N1∑

l=i

c
(±)

l,k,i
(σ) · τ−k(1+ν) · (log τ

)l−i
+ b

(±)

k,i
(τ, σ),

∣∣∣∣c(±)

l,k,i
(σ)

∣∣∣∣ . σ−3,
∣∣∣bk,i(τ, σ)

∣∣∣ + τ ·
∣∣∣b′k,i(τ, σ)

∣∣∣ . τ−3−ν (log τ
)N1 · σ−3,

while for k ≥ 3 we have
∣∣∣∣a(±)

k,i
(τ, σ)

∣∣∣∣ + τ
∣∣∣∣∂τa(±)

k,i
(τ, σ)

∣∣∣∣ .
(
log τ

)N1−i
τ−3−ν · σ−3.

The preceding space of functions comes equipped with a natural norm, given in the following

4This last somewhat delicate requirement is not needed for the previous term xout,1, since its structure implies this essentially as

a corollary
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Definition 7.9. Assume that x(τ, ξ) is an admissible singular part at angular momentum n, |n| ≥ 2. Then we

set

‖x‖adm :=

∑

±

N∑

k=1

N1∑

i=0

∥∥∥∥∥
[∣∣∣∣a(±)

k,i
(τ, σ)

∣∣∣∣ + τ
∣∣∣∣∂τa(±)

k,i
(τ, σ)

∣∣∣∣
]
· (log τ

)−N1+i
τ1+ν · σ3

∥∥∥∥∥
L∞([τ0,∞))L∞([τ0 ,τ])

+
∑

±

7∑

l=0

N∑

k=1

N1∑

i=0

∑

0≤k2≤5
ι∈{0,1}

∥∥∥∥∥∥∥∥∥∥

(
log τ

)−N1 τ1+νσ ·

∥∥∥∥∥∥∥∥

ξk2∂
k2

ξ
∂ιτF

(±)

l,k,i
(τ, σ, ξ)

(
σ−2 + κ(~ξ

1
2 )
)

∥∥∥∥∥∥∥∥
L∞
ξ

([0,∞))

∥∥∥∥∥∥∥∥∥∥
L∞τ ([τ0 ,∞))L∞σ ([τ0 ,τ])

+
∑

±

7∑

l=0

N∑

k=1

N1∑

i=0

∑

0≤k2≤5
ι∈{0,1}

∥∥∥∥∥∥∥∥∥∥

(
log τ

)−N1 τ1+νσ ·

∥∥∥∥∥∥∥∥

ξk2∂
k2

ξ
∂ιτF̃

(±)

l,k,i
(τ, σ, ξ)

(
σ−2 + κ(~ξ

1
2 )
)

∥∥∥∥∥∥∥∥
L∞
ξ

([0,∞))

∥∥∥∥∥∥∥∥∥∥
L∞τ ([τ0 ,∞)L∞σ ([τ0 ,τ]

+
∑

±

7∑

l=0

N∑

k=1

N1∑

i=0

∑

ι

∥∥∥∥∥∥∥∥∥∥

(
log τ

)−N1 τ1+νσ ·

∥∥∥∥∥∥∥∥

ξ5∂5
ξ
∂ιτF

(±)

l,k,i
(τ, σ, ξ)

(
σ−2 + κ(~ξ

1
2 )
)

∥∥∥∥∥∥∥∥
Ċ
δ∗
ξ

∥∥∥∥∥∥∥∥∥∥
L∞τ ([τ0,∞))L∞σ ([τ0,τ])

+
∑

±

7∑

l=0

N∑

k=1

N1∑

i=0

∑

ι

∥∥∥∥∥∥∥∥∥∥

(
log τ

)−N1 τ1+νσ ·

∥∥∥∥∥∥∥∥

ξ5∂5
ξ
∂ιτF̃

(±)

l,k,i
(τ, σ, ξ)

(
σ−2 + κ(~ξ

1
2 )
)

∥∥∥∥∥∥∥∥
Ċ
δ∗
ξ

∥∥∥∥∥∥∥∥∥∥
L∞τ ([τ0,∞))L∞σ ([τ0,τ])

+
∑

±

7∑

l=0

N∑

k=1

N1∑

i=0

∑

0≤k2≤5

∥∥∥∥∥∥∥∥∥∥

(
log τ

)−N1 τ1+νσ ·

∥∥∥∥∥∥∥∥

ξk2∂
k2

ξ
G

(±)

l,k,i
(τ, σ, x, ξ)

(
σ−2 + κ(~ξ

1
2 )
)

∥∥∥∥∥∥∥∥
L∞
ξ

([0,∞)

∥∥∥∥∥∥∥∥∥∥
L1

x([0,∞))L∞τ (([τ0 ,∞))L∞σ (([τ0 ,τ])

+
∑

±

7∑

l=0

N∑

k=1

N1∑

i=0

∥∥∥∥∥∥∥∥∥∥

(
log τ

)−N1 τ1+νσ ·

∥∥∥∥∥∥∥∥

ξ5∂5
ξ
∂ιτG

(±)

l,k,i
(τ, σ, x, ξ)

(
σ−2 + κ(~ξ

1
2 )
)

∥∥∥∥∥∥∥∥
Ċ
δ∗
ξ

∥∥∥∥∥∥∥∥∥∥
L1

xL∞τ ([τ0,∞))L∞σ ([τ0,τ])

+ . . . ,

where the term . . . stands for the additional terms of a similar form which get included when applying

(∂τ − 2λτ
λ
ξ∂ξ) to the final term in the structure formula for x1,smooth.

If the principal singular part is of restricted type, we shall replace the first term

∑

±

N∑

k=1

N1∑

i=0

∥∥∥∥∥
[∣∣∣∣a(±)

k,i
(τ, σ)

∣∣∣∣ + τ
∣∣∣∣∂τa(±)

k,i
(τ, σ)

∣∣∣∣
]
· (log τ

)−N1+i
τ1+ν · σ3

∥∥∥∥∥
L∞([τ0 ,∞))L∞([τ0,τ])

by

∑

±

7∑

l=0

∑

k=1,2

∥∥∥∥σ3 · c(±)

l,k,i
(σ)

∥∥∥∥
L∞([τ0,∞))

+
∑

±

∑

k=1,2

N1∑

i=0

∥∥∥∥b
(±)

k,i
(τ, σ) · (log τ

)−N1+i
τ3+ν · σ3

∥∥∥∥
L∞([τ0 ,∞))L∞([τ0 ,τ])
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+
∑

±

N∑

k=3

N1∑

i=0

∥∥∥∥∥
[∣∣∣∣a(±)

k,i
(τ, σ)

∣∣∣∣ + τ
∣∣∣∣∂τa(±)

k,i
(τ, σ)

∣∣∣∣
]
· (log τ

)−N1+i
τ3+ν · σ3

∥∥∥∥∥
L∞([τ0 ,∞))L∞([τ0,τ])

and call the resulting norm ‖·‖adm(r).

In the rest of this subsection as well as the next one, we verify that this choice of function space is

compatible with the key operations that will arise during the iterative scheme. The first order of the day

shall be to recover an analogue of Lemma 7.6. The key point is that the next lemma has an almost identical

conclusion, except for some subtle logarithmic loss with respect to time. We also carefully note that for

now we omit conclusions about time derivatives, since the correct formulation of these will require the more

complicated but natural operator ∂τ +
λτ
λ

R∂R.

Lemma 7.10. Assume that x is an admissible singular part at angular momentum n, |n| ≥ 2. Then the

associated function

f (τ,R) :=

∫ ∞

0

φn(R; ξ) · x(τ, ξ) · ρn(ξ) dξ,

restricted to the light cone R < ντ, can be decomposed as

f = f1 + f2 + f3

where f1 = f1(τ,R) is a C5-function supported in ντ − R & 1 and satisfying

∇k2

R
f1(τ,R) . ~−1 (

log τ
)N1+1 · τ− 3

2
−ν |ντ − R|−5 , 0 ≤ k2 ≤ 5,

while f2 =
∑8

l=1 f2l where we have the explicit form

f2l(τ,R) = χ|ντ−R|.~

N∑

k=1

N1∑

j=0

Gk,l, j(τ, ντ − R)

τ
1
2

~
− l+1

2 [ντ − R]
l
2
+kν (log(ντ − R)

) j

Here the function Gk, j(τ, x) has symbol type behavior with respect to x, as follows:
∣∣∣∂k2

x Gk,l, j(τ, x)
∣∣∣ . (

log τ
)N1− j+1 · τ−1−νx−k2 , 0 ≤ k2 ≤ 5

and we have the bound
∥∥∥x5+δ∂5

xGk,l, j(τ, x)
∥∥∥

Ċδ .
(
log τ

)N1− j+1 · τ−1−ν.

Finally, the remaining function f3 is also C5 and supported in |ντ − R| . 1 and satisfies

‖ f3‖S̃ (~)

0

.
(
log τ

)N1+1 · τ−1−ν, ‖∂τ f3‖S̃ (~)

1

.
(
log τ

)N1+1 · τ−1−ν.

Moreover, we have the bounds
∣∣∣∂k

R f3
∣∣∣ . (

log τ
)N1+1

τ−
3
2−ν · ~−1 min{(ντ − R)−k, ~−k}, 0 ≤ k ≤ 5.

Furthermore, the terms xout enjoy a smoothness gain visible on the physical side upon restriction to the

interior of the light cone: defining

g(τ,R) :=

∫ ∞

0

φn(R; ξ) · xout(τ, ξ) · ρn(ξ) dξ,
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we can write

g = g1 + g2 + g3,

where g1,3 have the same properties as f1,3, while g2 admits the representation

g2 = χ|ντ−R|.~

8∑

l=3

N∑

k=1

N1∑

j=0

Hk,l, j(τ, ντ − R)

τ
1
2

~
− l+1

2 [ντ − R]
l
2
+kν (log(ντ − R)

) j

and we have the symbol type bounds
∣∣∣∂k2

x Hk,l, j(τ, x)
∣∣∣ . (

log τ
)N1− j+1 · τ−1−νx−k2 , k2 ∈ {0, . . . , 3},

as well as
∥∥∥x3+δ∂3

xHk,l, j(τ, x)
∥∥∥

Ċδ .
(
log τ

)N1− j+1 · τ−1−ν.

The preceding two bounds hold also with derivative up to degree 5, provided we control the ξ-derivatives of

the functions F±
l,k, j

,G±
l,k, j

up to degree 7.

Proof. We shall use the crude bound 0 ≤ κ
(
~
λ(τ)
λ(σ)

ξ
1
2

)
≤ 1 for the auxiliary function appearing in the bounds

in the preceding definition, since this fine structure will only play a role later on. We can then work at fixed

time σ and deduce the final result by integration over σ. The proof follows exactly the one of Lemma 7.6,

and we explain the minor differences arising.

The case of ingoing singularity, i.e. the contribution of (7.3). The argument is the same for the two integral

expressions up to minor details. Fixing σ ∈ [τ0, τ], we encounter the oscillatory expression

e±i(ντ+~−1ρ(xσ′ ;α
′,~))ξ

1
2
, σ′ = σ · λ(τ)

λ(σ)
≥ τ, α′ = α · λ(τ)

λ(σ)
.

Then going through the case (1) - (4) in the proof of Lemma 7.6, in cases (1), (2) we replace e±iντξ
1
2 by

e±i(ντ+~−1ρ(xσ′ ;α
′,~))ξ

1
2 , then we use the bound

∂
ξ

1
2

((
ντξ

1
2 + ~−1ρ(xσ′ ;α

′, ~)
)
ξ

1
2

)
= ντ + ~−1ρx(xσ′ ;α

′, ~) · ~νσ′ + ~−1ρα(xσ′ ;α
′, ~) · ~

= ντ + O
(
σ′−1 + ~

)
& τ

on the support of the expression which we recall is ξ & ~−2.

In case (3), repeating the notation from the end of the proof of Lemma 7.6, we encounter the phase

±2

3
~
−1ζ

3
2 ±

(
ντξ

1
2 + ~−1ρ(xσ′ ;α, ~)

)
,

and thanks to σ′ ≥ τ and the condition ξ & ~−2 on the support, we again have
∣∣∣∣∣∣∂ξ 1

2

(
±2

3
~
−1ζ

3
2 ±

(
ντξ

1
2 + ~−1ρ(xσ′ ;α, ~)

))∣∣∣∣∣∣ & τ.

Case (4), which we recall means x ≥ (1 + γ) xt, is again the most complicated, and we argue as follows.

Here in the regime ντ−R ≫ 1 and the most delicate case of resonant phases we encounter the phase function

± (ντ − R)ξ
1
2 ∓ ~−1 [

ρ(x;α, ~) − ρ(xσ′ ;α
′, ~) − y(α; ~)

]



A STABILITY THEORY BEYOND THE CO-ROTATIONAL SETTING FOR CRITICAL WAVE MAPS BLOW UP 239

= ±(ντ − R)ξ
1
2 ∓ ~−1 [

ρ(x;α, ~) − ρ(xτ;α, ~) − y(α; ~)
] ± ~−1 [

ρ(xσ′ ;α
′, ~) − ρ(xτ;α, ~)

]

=: ±Ω(τ,R, α, ~)

and the following lower bound obtains:

∂
ξ

1
2
Ω & ντ − R + ~−1ρx(xσ′ ;α

′, ~) · ~νσ′ − ~−1ρx(xτ;α, ~) · ~ντ + O(~)

& ντ − R

provided ντ − R≫ ~, since we have the important positivity property

~
−1ρx(xσ′ ;α

′, ~) · ~νσ′ − ~−1ρx(xτ;α, ~) · ~ντ ≥ 0 (7.6)

on account of σ′ ≥ τ, α′ ≥ α. This implies that the term (we re-use the notation from case (4) in the proof

of Lemma 7.6) and where the temporally decaying factor a±
k, j

(τ, σ) according to Definition 7.8 has been

included into Ψ(x;α, ~), and the cutoff χξ≥1 has been replaced by χξ≥~−2

χντ−R≫1

∫ ∞

0

e±i(ντ−R)ξ
1
2 · e∓i~−1[ρ(x;α,~)−y(α;~)−ρ(xσ′ ;α

′ ,~)] · Ψ(x;α, ~) dξ

can be included into f1(τ,R), and similarly the term

χ1&ντ−R≫~

∫ ∞

0

e±i(ντ−R)ξ
1
2 · e∓i~−1[ρ(x;α,~)−y(α;~)−ρ(xσ′ ;α

′,~)] · Ψ(x;α, ~) dξ

can be incorporated into f3(τ,R).

This reduces things to controlling the integral

χντ−R.~

∫ ∞

0

e±i(ντ−R)ξ
1
2 · e∓i~−1[ρ(x;α,~)−y(α;~)−ρ(xσ′ ;α

′,~)] · Ψ(x;α, ~) dξ

Write this as

χντ−R.~

∫ ∞

0

e±i(ντ−R)ξ
1
2 · e∓i~−1[ρ(x;α,~)−y(α;~)−ρ(xσ′ ;α

′ ,~)] · Ψ(x;α, ~) dξ

= χντ−R.~

∫ ∞

0

χ
(ντ−R)ξ

1
2 .1

e±i(ντ−R)ξ
1
2 · e∓i~−1[ρ(x;α,~)−y(α;~)−ρ(xσ′ ;α

′,~)] · Ψ(x;α, ~) dξ

+ χντ−R.~

∫ ∞

0

χ
(ντ−R)ξ

1
2 &1

e±i(ντ−R)ξ
1
2 · e∓i~−1[ρ(x;α,~)−y(α;~)−ρ(xσ′ ;α

′,~)] · Ψ(x;α, ~) dξ

(7.7)

Split the first term on the right into the following

χντ−R.~

∫ ∞

0

χ
(ντ−R)ξ

1
2 .1

e±i(ντ−R)ξ
1
2 · e∓i~−1[ρ(x;α,~)−y(α;~)−ρ(xσ′ ;α

′,~)] ·Ψ(x;α, ~) dξ

= χντ−R.~

∫ ∞

0

χ
(ντ−R)ξ

1
2 .1
· e∓i~−1[ρ(xτ;α,~)−y(α;~)−ρ(xσ′ ;α

′ ,~)] · Ψ(x;α, ~) dξ

+ χντ−R.~

∫ ∞

0

χ
(ντ−R)ξ

1
2 .1

(
e
±i

[
(ντ−R)ξ

1
2 +~−1(ρ(xτ;α,~)−ρ(x;α,~))

]

− 1

)

· e∓i~−1[ρ(xτ;α,~)−y(α;~)−ρ(xσ′ ;α
′,~)] · Ψ(x;α, ~) dξ

=: A1 + A2.
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Then the first term A1 can be split into a regular term and a explicit term via

χντ−R.~

∫ ∞

0

χ
(ντ−R)ξ

1
2 .1
· e∓i~−1[ρ(xτ;α,~)−y(α;~)−ρ(xσ′ ;α

′,~)] · Ψ(x;α, ~) dξ

= χντ−R.~

∫ ∞

0

e∓i~−1[ρ(xτ;α,~)−y(α;~)−ρ(xσ′ ;α
′,~)] · Ψ(x;α, ~) dξ

− χντ−R.~

∫ ∞

0

χ
(ντ−R)ξ

1
2 &1
· e∓i~−1[ρ(xτ;α,~)−y(α;~)−ρ(xσ′ ;α

′,~)] · Ψ(x;α, ~) dξ.

Here the first of the last two terms is of the required form for f3, as the oscillatory phase is now independent

of R, while the second term admits the representation required of terms of the form f2 in the lemma. The

term A2 is also of the explicit form, by writing it as

A2 =(ντ − R)χντ−R.~

∫ ∞

0

χ
(ντ−R)ξ

1
2 .1

(
e
±i

[
(ντ−R)ξ

1
2 +~−1(ρ(xτ;α,~)−ρ(x;α,~))

]

− 1

)

(ντ − R)ξ
1
2

· e∓i~−1[ρ(xτ;α,~)−y(α;~)−ρ(xσ′ ;α
′,~)] · ξ 1

2Ψ(x;α, ~) dξ,

and arguing as in the proof of Lemma 7.6.

It remains to deal with the integral

χντ−R.~

∫ ∞

0

χ
(ντ−R)ξ

1
2 &1

e±i(ντ−R)ξ
1
2 · e∓i~−1[ρ(x;α,~)−y(α;~)−ρ(xσ′ ;α

′ ,~)] · Ψ(x;α, ~) dξ,

which we claim is of the explicit form, i.e. can be included into f2. This can easily be seen by combining

the term e±i~−1y(α;~) with Ψ(x;α, ~), and taking advantage of the inequality, in view of the positivity property

(7.6),

∂
ξ

1
2

[
(ντ − R)ξ

1
2 − ~−1 [

ρ(x;α, ~) − ρ(xσ′ ;α
′, ~)

]]
& ντ − R,

and invoking integration by parts with respect to ξ
1
2 . This concludes the argument for the contribution of the

terms (7.3).

The case of outgoing singularity, i.e. the contribution of (7.4), (7.5). Here the argument is very similar

except that we have to replace the phases

e
±i

[
(ντ−R)ξ

1
2 +~−1ρ(xσ′ ;α

′,~)
]

by

e
±i

[(
ντ−2

λ(τ)
λ(σ) νσ+R

)
ξ

1
2 −~−1ρ(xσ′ ;α

′,~)
]

, e
±i

[
ν
(
λ(τ)
λ(σ) x+τ

)
ξ

1
2 −Rξ

1
2 +~−1ρ

(
x
σ· λ(τ)
λ(σ)

;α· λ(τ)
λ(σ) ,~

)]

for the contributions of (7.4), (7.5), respectively, and on account of (recall σ ≤ τ, x ≥ 0)

ντ − 2
λ(τ)

λ(σ)
νσ ≤ −ντ, ν

(
λ(τ)

λ(σ)
x + τ

)
− R ≥ ντ − R,
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we can repeat the arguments from before since all functions will be restricted to the interior of the light cone,

and hence we encounter functions of the type

(ντ − R + y)
l
2
+kν H(τ, ντ − R + y), y ≥ 0,

where H has symbol behavior with respect to the second variable. In fact we claim that the resulting explicit

terms are smoother than the ones obtained for xin, as explained in the second part of the lemma. We briefly

outline the arguments for the explicit singular terms generated by (7.5). In fact, consider a schematically

written term(where we omit several factors which do not affect its smoothness but only its decay with respect

to time)

χντ−R.~

∫ ∞

0

χ.1

(
λ(τ)

λ(σ)
x

) [
ντ − R +

λ(τ)

λ(σ)
x

] 1
2
+kν (

log

(
ντ − R +

λ(τ)

λ(σ)
x

))i

H

(
ντ − R +

λ(τ)

λ(σ)
x

)
g(x) dx,

where g is bounded as well as in L1([0,∞)), H(·) is bounded and has symbol type behavior, and we have

included an extra cutoff χ.1

(
λ(τ)
λ(σ)

x
)

since the contribution of (7.5) where
λ(τ)
λ(σ)

x & 1 is seen to lead to terms

of type f3. Then splitting

χντ−R.~

∫ ∞

0

χ.1

(
λ(τ)

λ(σ)
x

) [
ντ − R +

λ(τ)

λ(σ)
x

] 1
2+kν (

log

(
ντ − R +

λ(τ)

λ(σ)
x

))i

H

(
ντ − R +

λ(τ)

λ(σ)
x

)
g(x) dx

= χντ−R.~

∫ ∞

0

χ.1

(
λ(τ)

λ(σ)
x

) [
λ(τ)

λ(σ)
x

] 1
2
+kν (

log

(
λ(τ)

λ(σ)
x

))i

H

(
λ(τ)

λ(σ)
x

)
g(x) dx

+ χντ−R.~

∫ ∞

0

χ.1

(
λ(τ)

λ(σ)
x

) [
ντ − R +

λ(τ)

λ(σ)
x

] 1
2
+kν (

log

(
ντ − R +

λ(τ)

λ(σ)
x

))i

H

(
ντ − R +

λ(τ)

λ(σ)
x

)
g(x) dx

− χντ−R.~

∫ ∞

0

χ.1

(
λ(τ)

λ(σ)
x

) [
λ(τ)

λ(σ)
x

] 1
2
+kν (

log

(
λ(τ)

λ(σ)
x

))i

H

(
λ(τ)

λ(σ)
x

)
g(x) dx,

the first term on the right is again seen to lead to a contribution which can be absorbed into f3 (upon also

taking into account the currently omitted factors ensuring the right temporal decay). The second and the

third (difference) term on the right can be written as

χντ−R.~(ντ − R) ·
∫ ∞

0

∫ 1

0

Z′ (s(ντ − R) + x) · χ.1

(
λ(τ)

λ(σ)
x

)
g(x) dsdx,

which of course involves a derivative falling onto the term H(·), which will then be responsible for the

derivative loss which the ’upgrade of smoothness’ for the contribution of xout entails. Write the preceding

integral as

χντ−R.~(ντ − R) ·
∫ ∞

0

∫ 1

0

Z′ (s(ντ − R) + x) · χ.1

(
λ(τ)

λ(σ)
x

)
g(x) dsdx

= χντ−R.~ · (ντ − R) ·
∫ ντ−R

0

∫ 1

0

Z′ (s(ντ − R) + x) · χ.1

(
λ(τ)

λ(σ)
x

)
g(x) dsdx

+ χντ−R.~ · (ντ − R) ·
∫ ∞

ντ−R

∫ 1

0

Z′ (s(ντ − R) + x) · χ.1

(
λ(τ)

λ(σ)
x

)
g(x) dsdx
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Observe that

Z′(z) = zkν− 1
2 (log z)i · H̃(z),

where z has properties like H in the region z > 0. It easily follows that the first integral on the right admits

an explicit representation

χντ−R.~ · (ντ − R) ·
∫ ντ−R

0

∫ 1

0

Z′ (s(ντ − R) + x) · χ.1

(
λ(τ)

λ(σ)
x

)
g(x) dsdx

= (ντ − R)
3
2
+kν log (ντ − R)i · H1 (τ, σ, ντ − R) ,

where H1 is bounded and has symbol type bound with respect to all its variables. For the second integral

above over the range x ∈ [ντ − R,∞), we use one more splitting of a similar kind:

Z′ (s(ντ − R) + x) = Z′(x) + s(ντ − R) ·
∫ 1

0

Z′′ (s1s(ντ − R) + x) ds1,

which then yields

χντ−R.~ · (ντ − R) ·
∫ ∞

ντ−R

∫ 1

0

Z′ (s(ντ − R) + x) · χ.1

(
λ(τ)

λ(σ)
x

)
g(x) dsdx

= χντ−R.~ · (ντ − R) ·
[∫ ∞

0

χ.1

(
λ(τ)

λ(σ)
x

)
Z′(x)g(x) dx −

∫ ντ−R

0

χ.1

(
λ(τ)

λ(σ)
x

)
Z′(x)g(x) dx

]

+ χντ−R.~ · (ντ − R)2 ·
∫ ∞

ντ−R

∫ 1

0

∫ 1

0

sZ′′ (s1s(ντ − R) + x) g(x) ds1dsdx

Here, the first term on the right is the difference of a function which can be included into f3 and a function

of the explicit type, while for the second term on the right, due to the inequality
∣∣∣Z′′(z)

∣∣∣ . zkν− 3
2

∣∣∣log z
∣∣∣i ,

it will be of the explicit form

χντ−R.~ · (ντ − R)2 ·
∫ ∞

ντ−R

∫ 1

0

∫ 1

0

sZ′′ (s1s(ντ − R) + x) g(x) ds1dsdx

= (ντ − R)
3
2
+kν log (ντ − R)i · H2(τ, σ, ντ − R)

as long as kν < 1
2
. If kν ≥ 1

2
, then we repeat the above process for finite times.

The contribution of the ‘seed outgoing singular terms’ (7.4) is handled similarly by replacing the role of x

by σ. �

Remark 7.11. We will only take advantage of the additional smoothness of the physical incarnation of the

outgoing singular terms for the contribution of the seed outgoing part with l = 0, where the coefficients Fl,k,i

do not depend on the frequency variable, and hence no smoothness loss will be incurred.

7.4. Operations on functions with admissible singular part. Our definition of admissible singular part

is chosen to be flexible enough that important operations, such as frequency localisations as well as the

transference operator, essentially preserve such functions.
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7.4.1. The effect of the transference operator. Recall from Proposition 5.1 the precise form of the trans-

ference operator at angular momentum n, |n| ≥ 2, and consisting of a diagonal and an off-diagonal part.

Two key structural properties ensure that this preserves an admissible singular part: On the one hand, the

spectral density ρn(ξ) admits an asymptotic expansion toward ξ = +∞ of Hankel type. On the other hand

the off-diagonal part K (0)

~
improves decay toward ξ = +∞ and its kernel has further remarkable regularity

properties uniformly in n. The latter property means that the off-diagonal transference operator will send

the principal part of the ingoing singular term into its connecting part, which is less rigid structurally but de-

cays better. The following lemma gives the basic bounds for the Hilbert transform concerning the weighted

Hölder type norms we shall work with:

Lemma 7.12. Introduce the norm (for δ ∈ (0, 1))

‖ f ‖wCδ := ‖x f (x)‖L∞([0,∞)) + sup
λ>0

λ1+δ ‖χx≃λ f ‖Ċδ

Assume that f is supported at η ≃ λ & ~−2, and consider the function

(
H±twisted f

)
(ξ; τ, σ′) :=

∫ ∞

0

e
±i

[
ντη

1
2 +~−1ρ

(
x

(η)

σ′ ;β
′,~

)]

(ξ − η)〈ξ 1
2 − η 1

2 〉γ
f (η) dη, γ > 0,

where we use the notation β′ = ~η
1
2 · λ(τ)

λ(σ)
, x

(η)

σ′ = ~η
1
2 · νσ · λ(τ)

λ(σ)
. Then for any δ′ < δ we have the relation

(
H±twisted f

)
(ξ; τ, σ′) = e

±i

[
ντξ

1
2 +~−1ρ

(
x

(ξ)

σ′ ;α
′,~

)]

· g±(ξ; τ, σ′),
∥∥∥χξ≃λg(ξ; τ, σ′)

∥∥∥
wCδ′

ξ

.δ′,δ,γ ‖ f ‖wCδ ,

where ‖·‖
wCδ′

ξ
indicates that the norm is with respect to the variable ξ, we use the notations α′ = ~ξ

1
2 · λ(τ)

λ(σ)

and x
(ξ)

σ′ = ~ξ
1
2 · νσ · λ(τ)

λ(σ)
, and the bound is uniform in ~, τ, σ′.

Proof. By definition we have

g±(ξ; τ, σ′) =

∫ ∞

0

e
i

[
ντ

(
η

1
2 −ξ

1
2

)
+~−1

[
ρ(x

(η)

σ′ ;β
′,~)−ρ(x

(ξ)

σ′ ;α
′,~)

]]

(ξ − η)〈ξ 1
2 − η 1

2 〉γ
f (η) dη

Introduce the variable η̃ = ντ(η
1
2 −ξ 1

2 ), and write the phase as (we suppress the ~-dependence in the notation

since ~ ≪ 1 is fixed)

Ψ(ξ, η, τ, σ′) := ντ(η
1
2 − ξ 1

2 ) + ~−1
[
ρ(x

(η)

σ′ ; β
′, ~) − ρ(x

(ξ)

σ′ ;α
′, ~)

]

= η̃ + ~−1

∫ 1

0

[
ρx

(
sx

(η)

σ′ + (1 − s)x
(ξ)

σ′ ; sβ′ + (1 − s)α′, ~
)
· ~σ

′

τ
η̃

+ ρα
(
sx

(η)

σ′ + (1 − s)x
(ξ)

σ′ ; sβ′ + (1 − s)α′, ~
)
· ~ η̃
ντ
· λ(τ)

λ(σ)

]
ds

By the bounds on ρx and ρα in Lemma 4.13, if we pick ξ ≃ η, the phase is in effect bounded by |Ψ(ξ, η, τ, σ′)| .
η̃ under those conditions. Write f (x2) = g(x), restricted to the positive real axis, and switch variables in the
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integral

g±(ξ; τ, σ′) =

∫ ∞

−∞

eiΨ(ξ,η,τ,σ′)

η̃
〈
η̃

τ

〉γ · 2η
1
2

ξ
1
2 + η

1
2

· g
(
η̃

ντ
+ ξ

1
2

)
dη̃,

where of course η
1
2 =

η̃

ντ
+ ξ

1
2 . In fact, restricting ξ ≃ λ, the integration limits may be set to be ±λ 1

2 τ. We

now prove the two bounds required for g:

The weighted L∞-bound. Denote by P>κ, κ ∈ (0,∞) a Littlewood-Paley type frequency cutoff to frequen-

cies & κ, and which can be realized by convolution with the function κχ̂(ηκ), where χ is a smooth function

supported on (−∞,− 1
2
] ∪ [1

2
,∞) and identically 1 on [1,∞). Then we have

P>κg(η) =

∫ ∞

−∞
κχ̂ ((η − ζ)κ) g(ζ) dζ =

∫ ∞

−∞
κχ̂ ((η − ζ)κ)

[
g(ζ) − g(η)

]
dζ, (7.8)

(we used the fact that χ(·) is supported away from the origin while the delta measure is supported at the

origin) and setting κ =
(
τ2

λ

) 1
4

and taking advantage of the rapid decay of the function χ̂ as well as the bound

|g(x1) − g(x2)| =
∣∣∣ f (x2

1) − f (x2
2)
∣∣∣ . λ−1−δ ‖ f ‖wCδ ·

∣∣∣x2
1 − x2

2

∣∣∣δ . λ−1− δ
2 ‖ f ‖wCδ · |x1 − x2|δ

provided x1,2 ≃ λ
1
2 , we infer

∣∣∣∣∣∣∣∣
P
>

(
τ2

λ

) 1
4
g(η)

∣∣∣∣∣∣∣∣
. τ−

δ
2λ−1− δ

4 · ‖ f ‖wCδ ,

and so we infer the bound
∣∣∣∣∣∣∣∣

∫ ∞

−∞
ψ|η̃|&1ψη∼λ

eiΨ(ξ,η,τ,σ′)

η̃〈 η̃
τ
〉γ

· 2η
1
2

ξ
1
2 + η

1
2

· P
>

(
τ2

λ

) 1
4
g

(
η̃

ντ
+ ξ

1
2

)
dη̃

∣∣∣∣∣∣∣∣
. λ−1 log(λ

1
2 τ)

τ
δ
2λ

δ
4

· ‖ f ‖wCδ ,

where the extra localiser ψη≃λ ensures the correct support of the integral after application of the frequency

cutoff.

In order to handle the remaining integral with the additional restriction |η̃| & 1 and involving P
≤
(
τ2

λ

) 1
4
g, we

perform integration by parts with respect to η̃, using
∣∣∣∂η̃Ψ(ξ, η, τ, σ′)

∣∣∣ & 1,

as well as straightforward higher derivative bounds with respect to η̃. On the other hand, by the standard

property of Littlewood-Paley cutoff, we have
∣∣∣∣∣∣∣∣
P
≤
(
τ2

λ

) 1
4
g(η)

∣∣∣∣∣∣∣∣
.


λ

1
4

τ
1
2


δ

· λ−1− δ
2 ‖ f ‖wCδ .



A STABILITY THEORY BEYOND THE CO-ROTATIONAL SETTING FOR CRITICAL WAVE MAPS BLOW UP 245

Then if the derivative falls on P
≤
(
τ2

λ

) 1
4
g
(
η̃

ντ
+ ξ

1
2

)
, we gain a factor

(
τ2

λ

) 1
4

· τ−1,

which, together with the bound

(
λ

1
4

τ
1
2

)δ
· λ−1− δ

2 ‖ f ‖wCδ , gives a bound


τ

1
2

λ
1
4


−1−δ

· λ−1‖ f ‖wCδ

This again beats the loss of log(λ
1
2 τ). While if the derivative falls on η̃−1

(
∂η̃Ψ(ξ, η, τ, σ′)

)−1 ·
(
η̃

ντ
+ ξ

1
2

)
, we

gain η̃−1, whence forcing integrability of the expression.

This reduces things to bounding the integral

∫ ∞

−∞
ψ|η̃|.1

eiΨ(ξ,η,τ,σ′)

η̃
〈
η̃

τ

〉γ · 2η
1
2

ξ
1
2 + η

1
2

· g
(
η̃

ντ
+ ξ

1
2

)
dη̃

=
∑

±
(−1)±

∫ ∞

0

ψ|η̃|.1

eiΨ(ξ,η(±η̃,ξ,τ),τ,σ′)

η̃
〈
η̃

τ

〉γ · 2η
1
2 (±η̃, ξ, τ)

ξ
1
2 + η

1
2 (±η̃, ξ, τ)

· g
(±η̃
ντ
+ ξ

1
2

)
dη̃,

where we have made explicit the fact that η is a function of η̃, ξ, τ. But here the differencing easily leads

to gains of factors . η̃δ, which counteracts the singular term η̃−1, which easily concludes the weighted

L∞-bound. Here we also used the fact that the kernel η̃ is odd and the other factors in the integral except

g
(±η̃
ντ
+ ξ

1
2

)
are smooth in η̃.

Hölder differencing bound. Fix two values ξ1, ξ2 ∈ R+, ξ1 ≃ ξ2 ≃ λ, and set l :=

∣∣∣∣∣ξ
1
2

1
− ξ

1
2

2

∣∣∣∣∣. As before set

η̃ = ντ
(
η

1
2 − ξ 1

2

)
, and decompose the integrals giving

(
H±

twisted
f
)

(ξ j; τ, σ
′), j = 1, 2, into (where for now

ξ = ξ1,2)

∫ ∞

−∞
ψ|η̃|.1

eiΨ(ξ,η,τ,σ′)

η̃
〈 |η̃|
τ

〉γ · 2η
1
2

ξ
1
2 + η

1
2

· g
(
η̃

ντ
+ ξ

1
2

)
dη̃

+

∫ ∞

−∞
ψ|η̃|&1

eiΨ(ξ,η,τ,σ′)

η̃
〈 |η̃|
τ

〉γ · 2η
1
2

ξ
1
2 + η

1
2

· g
(
η̃

ντ
+ ξ

1
2

)
dη̃

(7.9)

First integral above, small η̃. Due the the bound |Ψ(ξ, η, τ, σ′)| . |η̃| . 1, we can split the exponential into

eiΨ(ξ,η,τ,σ′) = 1 + (eiΨ(ξ,η,τ,σ′) − 1),
∣∣∣(eiΨ(ξ,η,τ,σ′) − 1)

∣∣∣ . |η̃|,

and it is also easy to check that under our support conditions ξ1 ≃ ξ2 ≃ η ≃ λ & ~−2 we have
∣∣∣∂ξeiΨ(ξ,η,τ,σ′)

∣∣∣ . ξ−1|η̃|,
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which easily furnishes the desired bound for the modified contribution with the exponential replaced by

eiΨ(ξ,η,τ,σ′) − 1:
∣∣∣∣∣∣∣∣∣

∑

j=1,2

(−1) j

∫ ∞

−∞
ψ|η̃|.1

eiΨ(ξ j ,η,τ,σ
′) − 1

η̃
〈 |η̃|
τ

〉γ · 2η
1
2

ξ
1
2

j
+ η

1
2

· g
(
η̃

ντ
+ ξ

1
2

j

)
dη̃

∣∣∣∣∣∣∣∣∣
.λ−1− δ

2 lδ‖ f ‖wCδ

.λ−1−δ|ξ1 − ξ2|δ‖ f ‖wCδ .

This allows us to reduce the case of small η̃ to the following integral, where we may re-arrange things if we

pick the cutoff ψ symmetrically around the origin:

∑

j=1,2

(−1) j

∫ ∞

0

ψ|η̃|.1
1〈 |η̃|
τ

〉γ ·
2η

1
2

ξ
1
2

j
+ η

1
2

·
g

(
η̃

ντ
+ ξ

1
2

j

)
− g

(
−η̃
ντ
+ ξ

1
2

j

)

η̃
dη̃.

We split the above integrals further by including smooth cutoffs χ|η̃|.τl, χ|η̃|&τl. Including the former, we take

advantage of the bound

∣∣∣∣∣g
(
η̃

ντ
+ ξ

1
2

j

)
− g

(−η̃
ντ
+ ξ

1
2

j

)∣∣∣∣∣ .
∣∣∣∣∣
η̃

ντ

∣∣∣∣∣
δ

· λ−1− δ
2 · ‖ f ‖wCδ ,

which leads to the desired bound upon integration over 0 ≤ η̃ . τl:
∣∣∣∣∣∣∣∣∣∣

∫ ∞

0

ψ|η̃|.τl
1〈 |η̃|
τ

〉γ ·
2η

1
2

ξ
1
2

j
+ η

1
2

·
g

(
η̃

ντ
+ ξ

1
2

j

)
− g

(
−η̃
ντ
+ ξ

1
2

j

)

η̃
dη̃

∣∣∣∣∣∣∣∣∣∣

.

(
τl

τ

)δ
· λ−1− δ

2 · ‖ f ‖wCδ = lδ · λ−1− δ
2 · ‖ f ‖wCδ .

On the other hand, in the regime |η̃| & τl, the difference structure will become important. Split

g

(
η̃

ντ
+ ξ

1
2

j

)
= P<l−1g

(
η̃

ντ
+ ξ

1
2

j

)
+ P≥l−1g

(
η̃

ντ
+ ξ

1
2

j

)

where the subscripts denote frequency cutoffs defined in analogy to (7.8). Then arguing as earlier, we get

the bound ∣∣∣∣∣P≥l−1g

(
η̃

ντ
+ ξ

1
2

j

)∣∣∣∣∣ . lδ · λ−1− δ
2 · ‖ f ‖wCδ , .

Moreover, using orthogonality (or Plancherel identity) and the fact that P≥l−1 g

(
η̃

ντ
+ ξ

1
2

j

)
= P

(η̃)

≥l−1(ντ)−1

(
g

(
η̃

ντ
+ ξ

1
2

j

))

where P
(η̃)

≥l−1(ντ)−1 means the frequency cutoff applied to the following expression interpreted as a function of

η̃, we infer

∫ ∞

−∞
ψτl.|η̃|.1

1

η̃
〈 |η̃|
τ

〉γ ·
2η

1
2

ξ
1
2

j
+ η

1
2

· P≥l−1g

(
η̃

ντ
+ ξ

1
2

j

)
dη̃
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=

∫ ∞

−∞
P

(η̃)

≥l−1(ντ)−1

ψτl.|η̃|.1
1

η̃
〈 |η̃|
τ

〉γ ·
2η

1
2

ξ
1
2

j
+ η

1
2

 · P≥l−1g

(
η̃

ντ
+ ξ

1
2

j

)
dη̃

Then note that for any k ≥ 0 we have∥∥∥∥∥∥∥∥∥
P

(η̃)

≥l−1(ντ)−1

ψ2kτl≃|η̃|
1

η̃
〈 |η̃|
τ

〉γ ·
2η

1
2

ξ
1
2

j
+ η

1
2



∥∥∥∥∥∥∥∥∥
L1

dη̃

. 2−k. (7.10)

In fact we denote by

h(ζ) := ψ2kτl≃|ζ |
1

ζ
〈 |ζ |
τ

〉γ ·
2η

1
2 (ζ)

ξ
1
2

j
+ η

1
2 (ζ)

.

By definition of the operator P
(η̃)

≥l−1(ντ)−1 , we have
∣∣∣∣∣
(
P

(η̃)

≥l−1(ντ)−1 h

)
(η̃)

∣∣∣∣∣ . ντl ·
∣∣∣∂η̃h(η̃)

∣∣∣ .

On the other hand, we have ∥∥∥∂η̃h(η̃)
∥∥∥

L1
dη̃

. 2−kτ−1l−1.

Therefore the estimate (7.10) follows. (7.10) in turn implies
∥∥∥∥∥∥∥∥∥
P

(η̃)

≥l−1(ντ)−1

ψτl.|η̃|.1
1

η̃
〈 |η̃|
τ

〉γ ·
2η

1
2

ξ
1
2

j
+ η

1
2



∥∥∥∥∥∥∥∥∥
L1

dη̃

.

∑

j≥0

∥∥∥∥∥∥∥∥∥
P

(η̃)

≥l−1(ντ)−1

φ2kτl≃|η̃|
1

η̃〈 |η̃|
τ
〉γ
· 2η

1
2

ξ
1
2

j
+ η

1
2



∥∥∥∥∥∥∥∥∥
L1

dη̃

. 1.

It follows that ∣∣∣∣∣∣∣∣∣

∫ ∞

−∞
P

(η̃)

≥l−1(ντ)−1

φτl.|η̃|.1
1

η̃
〈 |η̃|
τ

〉γ ·
2η

1
2

ξ
1
2

j
+ η

1
2

 · P≥l−1 g

(
η̃

ντ
+ ξ

1
2

j

)
dη̃

∣∣∣∣∣∣∣∣∣

.

∥∥∥∥∥∥∥∥∥
P

(η̃)

≥l−1(ντ)−1

ψτl.|η̃|.1
1

η̃
〈 |η̃|
τ

〉γ ·
2η

1
2

ξ
1
2

j
+ η

1
2



∥∥∥∥∥∥∥∥∥
L1

dη̃

·
∥∥∥∥∥P≥l−1g

(
η̃

ντ
+ ξ

1
2

j

)∥∥∥∥∥
L∞

dη̃

. lδ · λ−1− δ
2 · ‖ f ‖wCδ ,

as desired.
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Next, to deal with the contribution of the low frequency part of g, namely P<l−1 g

(
η̃

ντ
+ ξ

1
2

j

)
, we localize

this further to frequency 2 jl−1, j < 0, whence we get∣∣∣∣∣P2 jl−1g

(
η̃

ντ
+ ξ

1
2

1

)
− P2 jl−1g

(
η̃

ντ
+ ξ

1
2

2

)∣∣∣∣∣ . 2 j · 2−δ jlδ · λ−1− δ
2 · ‖ f ‖wCδ .

Here we used the following fact about Hölder functions: Let P j be the standard dyadic Littlewood-Paley

projection and f be a Hölder function. Then we have
∣∣∣P j f (x + y) − P j f (x)

∣∣∣ . |y|
∥∥∥∂P j f

∥∥∥
L∞
. [ f ]α2 j(1−γ).

Here [·]α is the Hölder difference norm for a Hölder function in Cα. For our use, recall that [g]α .

λ−1− δ
2 ‖ f ‖wCδ .

On the other hand, it is easily seen that∥∥∥∥∥∥∥∥
P

(η̃)

2 jl−1(ντ)−1

φτl.|η̃|.1
1

η̃
〈 |η̃|
τ

〉γ ·
2η

1
2

ξ
1
2
r + η

1
2



∥∥∥∥∥∥∥∥
L1

dη̃

. | j|

∥∥∥∥∥∥∥∥

∑

r=1,2

(−1)rP
(η̃)

<l−1(ντ)−1

ψτl.|η̃|.1
1

η̃
〈 |η̃|
τ

〉γ ·
2η

1
2

ξ
1
2
r + η

1
2



∥∥∥∥∥∥∥∥
L1

dη̃

. l| log τl| · λ− 1
2 . l| log l| · λ− 1

2 .

For the first estimate above, we simply write the cutoff ψτl.|η̃|.1 = ψτl.|η̃|.2− jτl +ψ2− jτl.|η̃|.1. The contribution

from ψτl.|η̃|.2− jτl is bounded by | j|, upon integrating |η̃|−1. While the contribution from ψ2− jτl.|η̃|.1 is bounded

by 1, using an earlier argument. For the second estimate above, we use the crude bound by ignoring the

cutoff P
(η̃)

<l−1(ντ)−1 , and using the Lagrange Mean Value Theorem for the function inside the parenthesis.

In total, the remaining contribution to the case |η̃| . 1 is then estimated as follows:∣∣∣∣∣∣∣∣

∑

r=1,2

(−1)r

∫ ∞

−∞
ψτl.|η̃|.1

1

η̃
〈 |η̃|
τ

〉γ ·
2η

1
2

ξ
1
2
r + η

1
2

· P<l−1g

(
η̃

ντ
+ ξ

1
2
r

)
dη̃

∣∣∣∣∣∣∣∣

.

∑

j<0

∣∣∣∣∣∣∣∣

∫ ∞

−∞
P

(η̃)

2 jl−1(ντ)−1

ψτl.|η̃|.1

1

η̃
〈 |η̃|
τ

〉γ ·
2η

1
2

ξ
1
2

1
+ η

1
2

 ·
∑

r=1,2

(−1)rP2 jl−1g

(
η̃

ντ
+ ξ

1
2
r

)
dη̃

∣∣∣∣∣∣∣∣

+

∣∣∣∣∣∣∣∣

∫ ∞

−∞

∑

r=1,2

(−1)rP
(η̃)

<l−1(ντ)−1

ψτl.|η̃|.1

1

η̃
〈 |η̃|
τ

〉γ ·
2η

1
2

ξ
1
2
r + η

1
2

 · P<l−1 g

(
η̃

ντ
+ ξ

1
2

2

)
dη̃

∣∣∣∣∣∣∣∣

.

∑

j<0

| j|2(1−δ) j · lδ · λ−1− δ
2 · ‖ f ‖wCδ + χl≪1l1+δ| log l| · λ− 3

2
− δ

2 · ‖ f ‖wCδ

. lδ · λ−1− δ
2 · ‖ f ‖wCδ ,

as desired.
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Second integral on the right in (7.9), the contribution of large η̃. Here we can no longer neglect the

oscillatory term eiΨ(ξ,η,τ,σ′), and in fact we shall exploit that

Ψ(ξ, η, τ, σ′) =

(
1 + O

(
1

τ

))
· η̃.

By directly evaluating the Fourier transform, we infer for r ≥ 0 that
∥∥∥∥∥∥∥∥∥
P

(η̃)

≪1

ψ|η̃|≃2r

eiΨ(ξ,η,τ,σ′)

η̃
〈 |η̃|
τ

〉γ · 2η
1
2

ξ
1
2

j
+ η

1
2



∥∥∥∥∥∥∥∥∥
L1

dη̃

= ON

(
1

2Nr

)

for any N > 0, and in particular by summing over r ≥ 0 we find that
∥∥∥∥∥∥∥∥∥
P

(η̃)

≪1

ψ|η̃|&1

eiΨ(ξ,η,τ,σ′)

η̃
〈 |η̃|
τ

〉γ · 2η
1
2

ξ
1
2

j
+ η

1
2



∥∥∥∥∥∥∥∥∥
L1

dη̃

. 1. (7.11)

In fact, one can easily show that the Fourier transform of the function P
(η̃)

≪1

ψ|η̃|≃2r
eiΨ(ξ,η,τ,σ′)

η̃
〈 |η̃|
τ

〉γ · 2η
1
2

ξ
1
2
j
+η

1
2

 has a

rapid decay in 2−r , then the desired result follows by again taking its Fourier inverse transform.

Furthermore, we have the difference bound
∥∥∥∥∥∥∥∥

∑

r=1,2

(−1)rP
(η̃)

≪1

ψ|η̃|&1
eiΨ(ξr ,η,τ,σ

′)

η̃
〈 |η̃|
τ

〉γ · 2η
1
2

ξ
1
2
r + η

1
2



∥∥∥∥∥∥∥∥
L1

dη̃

. λ−
1
2 · l.

Now we break the second integral on the right in (7.9) into two contributions: restricting the function g to

large frequency > C−1τ, we get the term

∑

r=1,2

(−1)r

∫ ∞

−∞
ψ|η̃|&1

eiΨ(ξr ,η,τ,σ
′)

η̃
〈 |η̃|
τ

〉γ · 2η
1
2

ξ
1
2
r + η

1
2

· P>C−1τg

(
η̃

ντ
+ ξ

1
2
r

)
dη̃

and using (7.8) we find
∣∣∣∣∣∣∣∣

∑

r=1,2

(−1)rP>C−1τg

(
η̃

ντ
+ ξ

1
2
r

)
∣∣∣∣∣∣∣∣
. min

{
lδ · λ−1− δ

2 , λ−1− δ
2 · τ−δ

}
· ‖ f ‖wCδ

∑

r=1,2

∣∣∣∣∣P>C−1τg

(
η̃

ντ
+ ξ

1
2
r

)∣∣∣∣∣ . λ
−1− δ

2 · τ−δ · ‖ f ‖wCδ ,

and in particular for any δ′ < δ we have
∣∣∣∣∣∣∣∣

∑

r=1,2

(−1)rP>C−1τg

(
η̃

ντ
+ ξ

1
2
r

)
∣∣∣∣∣∣∣∣
.δ′,δ lδ

′ · λ−1− δ′
2 · (λτ)−δ̃ · ‖ f ‖wCδ
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for suitable δ̃ = δ̃(δ′, δ) > 0. Since we also have∣∣∣∣∣∣∣∣

∑

r=1,2

(−1)reiΨ(ξr ,η,τ,σ
′) 2η

1
2

ξ
1
2
r + η

1
2

∣∣∣∣∣∣∣∣
. λ−

1
2 · l

in the domain ξr ≃ λ, r = 1, 2, we easily conclude that∣∣∣∣∣∣∣∣

∑

r=1,2

(−1)r

∫ ∞

−∞
ψ|η̃|&1

eiΨ(ξr ,η,τ,σ
′)

η̃
〈 |η̃|
τ

〉γ · 2η
1
2

ξ
1
2
r + η

1
2

· P>C−1τg

(
η̃

ντ
+ ξ

1
2
r

)
dη̃

∣∣∣∣∣∣∣∣

.δ′,δ lδ
′ · λ−1− δ′

2 · ‖ f ‖wCδ

It remains to deal with the contribution of the term arising when g is replaced by P≤C−1τg. Using Plancherel’s

theorem, we can write this as

∑

r=1,2

(−1)r

∫ ∞

−∞
ψ|η̃|&1

eiΨ(ξr ,η,τ,σ
′)

η̃
〈 |η̃|
τ

〉γ · 2η
1
2

ξ
1
2
r + η

1
2

· P≤C−1τg

(
η̃

ντ
+ ξ

1
2
r

)
dη̃

=
∑

r=1,2

(−1)r

∫ ∞

−∞
P

(η̃)

.C−1

ψ|η̃|&1

eiΨ(ξr ,η,τ,σ
′)

η̃
〈 |η̃|
τ

〉γ · 2η
1
2

ξ
1
2
r + η

1
2

 · P≤C−1τg

(
η̃

ντ
+ ξ

1
2
r

)
dη̃.

Here we can take advantage of (7.11) and the bound following it provided C ≫ 1, which gives∣∣∣∣∣∣∣∣

∑

r=1,2

(−1)r

∫ ∞

−∞
P

(η̃)

.C−1

ψ|η̃|&1
eiΨ(ξr ,η,τ,σ

′)

η̃
〈 |η̃|
τ

〉γ · 2η
1
2

ξ
1
2
r + η

1
2

 · P≤C−1τg

(
η̃

ντ
+ ξ

1
2
r

)
dη̃

∣∣∣∣∣∣∣∣

.

(
lδ · λ−1− δ

2 + χ
l.λ

1
2
λ−

3
2 · l

)
· ‖ f ‖wCδ

. lδ · λ−1− δ
2 · ‖ f ‖wCδ .

This concludes the proof. �

Remark 7.13. The loss of Holder regularity is only due to the contribution of the large frequency part

P>C−1τg of g. In particular, if g is very smooth, then this contribution will be very small since τ≫ 1.

In a similar vein, we can improve the conclusion if the function f (η) has added differentiability:

Lemma 7.14. Assume that f is supported at η ≃ λ & ~−2, and consider the function

(
H±twisted f

)
(ξ; τ, σ′) :=

∫ ∞

0

e
±i

[
ντη

1
2 +~−1ρ

(
x

(η)

σ′ ;β
′,~

)]

(ξ − η)
〈
ξ

1
2 − η 1

2

〉γ f (η) dη, γ > 0,

where we use the notation β′ = ~η
1
2 · λ(τ)

λ(σ)
, x

(η)

σ′ = ~η
1
2 · νσ · λ(τ)

λ(σ)
. Then for any δ′ < δ we have the relation

(
H±twisted f

)
(ξ; τ, σ′) = e

±i

[
ντξ

1
2 +~−1ρ

(
x

(ξ)

σ′ ;α
′ ,~

)]

· g±(ξ; τ, σ′),
∑

0≤r≤N

sup
ξ>0

∣∣∣χξ≃λξr∂r
ξg(ξ; τ, σ′)

∣∣∣ +
∥∥∥∥χξ≃λξN+δ′∂N

ξ g(ξ; τ, σ′)
∥∥∥∥

wCδ′
ξ
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.δ′,δ,γ

∑

0≤r≤N

sup
ξ>0

∣∣∣χξ≃λξr∂r
ξ f (ξ; τ, σ′)

∣∣∣ +
∥∥∥∥χξ≃λξN+δ∂N

ξ f (ξ; τ, σ′)
∥∥∥∥

wCδ
.

The proof is analogous to the one of the preceding lemma.

Using the preceding lemmas, we can now analyze the effect of the transference operator at angular mo-

mentum n, |n| ≥ 2 on admissible singular terms. For the following proposition, recall the terminology from

Proposition 5.1.

Proposition 7.15. Assume that x(τ, ξ) is an admissible singular part at angular momentum n, |n| ≥ 2, as in

Definition 7.8. Then we have
(
K (0)

~
x
)

(τ, ξ) = x1(τ, ξ) + x2(τ, ξ) + x3(τ, ξ)

where x1 is admissibly singular with vanishing principal ingoing part, while x2 satisfies

‖x2‖S ~
0
. τ−5.

Furthermore x3 =
∑
± e±iντξ

1
2 ·g±(τ, ξ) where g±(τ, ξ) is C∞ with respect to the second variable, and satisfies

the bounds ∣∣∣∣∂k2

ξ
g±(τ, ξ)

∣∣∣∣ . log τ · τ−1−ν · ~−1ξ−
1
2

〈
~ξ

1
2

〉−4

, 0 ≤ k2 ≤ 5.

As a corollary, we see that

(K~x) (τ, ξ) = x1(τ, ξ) + x2(τ, ξ) + x3(τ, ξ)

with x1 admissibly singular and x2, x3 as before.

Remark 7.16. The reason for the presence of the term x2 is the fact that application of the transference

operator always causes a small loss of differentiability of the coefficients F
(±)

l,k,i
(τ, σ, ξ) with respect to the

last variable, which means things don’t close for the top order terms with l maximal. However, these terms

get mapped into the better space S ~
0
, and moreover, the fact that the preceding lemma and Remark 7.13

identify the precise source for this loss of differentiability allow us to gain an additional temporal smallness

for the terms x2. This added temporal decay will be crucial, since otherwise the fine structure would have to

remain visible. Similarly, the term x3 is also in the good space S ~
0

but has poor temporal decay (its presence

is forced by very technical reasons, related to the cutoff in the definition of admissibly singular function),

and so we have to retain enough spatial structure to be able to handle its contributions, when dealing with

the modulation theory for the exceptional modes.

Proof. We verify the conclusion for both xin and xout according to Definition 7.8.

Contribution of the principal ingoing singular part, i.e. the first term on the right in (7.3). We fix a sign

± as well as k, i and the time σ, as we can move the temporal integral to the beginning of the resulting

expression after applying the transference operator. The transference operator shall then be given by the

kernel
F(ξ, η; ~) · ρn(η)

ξ − η ,

and we naturally divide the integral expressing the action of the transference operator on a function into

three portions, corresponding to (i) ξ ≪ η, (ii) ξ ≃ η, (iii) ξ ≫ η. The middle term is then essentially
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handled by the preceding lemma, in conjunction to refined bounds on the kernel function F and the spectral

density ρn.

(i): ξ ≪ η. Since τ, σ are fixed, we may as well move the function a
(±)

k,i
(τ, σ) to the outside of the η-

integral. Then we need to show that the expression (where we use the same notation as in the proof of the

preceding lemma)

Ξ
(±)

1
(τ, ξ) :=

∫ τ

τ0

a
(±)

k,i
(τ, σ) ·

∫ ∞

0

χξ≪η
F(ξ, η; ~) · ρn(η)

ξ − η · χη≥~−2~
−1 e
±i

[
ντη

1
2 +~−1ρ

(
x

(η)

σ′ ;β
′,~

)]

η1+ kν
2

(
log η

)i
dη

is as asserted in the proposition. Write the preceding expression as

Ξ
(±)

1
(τ, ξ) = χξ≥~−2

∫ τ

τ0

a
(±)

k,i
(τ, σ)e

±i

[
ντξ

1
2 +~−1ρ(x

(ξ)

σ′ ;α
′,~)

]

· Ξ̃(±)

1
(τ, σ, ξ) dσ

+ ˜̃Ξ
(±)

1
(τ, ξ),

where we have

Ξ̃
(±)

1
(τ, σ, ξ) =

∫ ∞

0

χξ≪η
F(ξ, η; ~) · ρn(η)

ξ − η · χη≥~−2~
−1 e±iΨ(ξ,η,τ,σ′)

η1+ kν
2

(
log η

)i
dη

We claim that in the preceding the error term ˜̃Ξ
(±)

1
(τ, ξ) is of type x2 while we may write

a
(±)

k,i
(τ, σ) · Ξ̃(±)

1
(τ, σ, ξ) = ~−1

〈
~

2ξ
〉− 1

4 · ξ−1− kν
2
(
log ξ

)i · F±1,k,i
(
τ, σ,

λ2(τ)

λ2(σ)
ξ

)
,

where the function F±
1,k,i

satisfies the bounds required in Definition 7.8 and with l = 1. Due to the scaling

invariance of these bounds, it suffices to prove them for the function

Z±1 (τ, σ, ξ) := χ̃ξ≥~−2 a
(±)

k,i
(τ, σ) · Ξ̃(±)

1
(τ, σ, ξ) · ~

〈
~

2ξ
〉 1

4 · ξ1+ kν
2
(
log ξ

)−i

where χ̃ξ≥~−2χξ≥~−2 = χξ≥~−2 . Due to Proposition 5.1, which in particular gives the bound |F(ξ, η; ~)| .
〈
~

2ξ
〉− 1

2 , we infer the undifferentiated bound

∣∣∣Z±1 (τ, σ, ξ)
∣∣∣ . τ−1−ν (log τ

)N1−i · σ−3.

In order to get the derivative bounds, introduce the variable

˜̃η := Ψ(ξ, η, τ, σ′),

whence in terms of the preceding variable η̃ = ντ
(
η

1
2 − ξ 1

2

)
, we have in light of the proof of the preceding

lemma as well as Lemma 4.13

˜̃η = η̃ ·
(
1 + κ

(
˜̃η, ξ, τ, σ′

))
,

where on the support of the integrand (i.e. η ≥ ~−2 and also ξ ≥ ~−2) we have
∣∣∣∣κ

(
˜̃η, ξ, τ, σ′

)∣∣∣∣ = O
([
σ′τ

]−1
)
≪ 1,

∣∣∣∣∂k1

ξ
∂k2
τ κ

(
˜̃η, ξ, τ, σ′

)∣∣∣∣ . τ−1−k2σ′−1ξ−k1 ,
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and furthermore we get

∂ ˜̃η

∂η̃
≃ 1,

∣∣∣∣∣∣∂
k1

ξ
∂k2
τ

([
∂ ˜̃η

∂η̃

]ι)∣∣∣∣∣∣ . τ
−1−k2σ′−1ξ−k1 , ι = ±1.

Then write

F(ξ, η; ~) = F̃

(
ξ

1
2 , η

1
2 ; ~

)
= F̃

(
ξ

1
2 , ξ

1
2 +

˜̃η

ντ(1 + κ)
; ~

)

and interpret η =

(
ξ

1
2 +

˜̃η

ντ(1+κ)

)2

as function of ξ, ˜̃η, τ, σ′. Thus we now have

Ξ̃
(±)

1
(τ, σ, ξ) =

∫ ∞

0

χξ≪η

F̃

(
ξ

1
2 , ξ

1
2 +

˜̃η

ντ(1+κ)
; ~

)

˜̃η
· e±i ˜̃η · ζ( ˜̃η, ξ, τ, σ′) d ˜̃η,

where we have set

ζ( ˜̃η, ξ, τ, σ′) = χη≥~−2~
−1 (log η)i

η1+ kν
2

ρn(η) · 2η
1
2

η
1
2 + ξ

1
2

· ∂η̃
∂ ˜̃η
.

Using the bounds from above, it is then easy to verify that
∣∣∣∣∣∣∂

k1

ξ
∂k2
τ

(
ζ( ˜̃η, ξ, τ, σ′) · ~

〈
~

2ξ
〉 1

4 · ξ1+ kν
2
(
log ξ

)−i

)∣∣∣∣∣∣ .
〈
~

2ξ
〉 1

4 · τ−1−k2ξ−k1

on the support of the integrand. Furthermore, observe the relation

∂
ξ

1
2

(
F̃

(
ξ

1
2 , ξ

1
2 +

˜̃η

ντ(1 + κ)
; ~

))
=

((
∂
ξ

1
2
+ ∂

η
1
2

)
F̃

) (
ξ

1
2 , ξ

1
2 +

˜̃η

ντ(1 + κ)
; ~

)

−
˜̃η · ∂

ξ
1
2
κ

ντ(1 + κ)2
·
(
∂
η

1
2
F̃

) (
ξ

1
2 , ξ

1
2 +

˜̃η

ντ(1 + κ)
; ~

)
,

and we can bound each term on the right due to the refined derivative bounds for the kernel of the transfer-

ence operator:
∣∣∣∣∣∣
((
∂
ξ

1
2
+ ∂

η
1
2

)
F̃

) (
ξ

1
2 , ξ

1
2 +

˜̃η

ντ(1 + κ)
; ~

)∣∣∣∣∣∣ . ξ
− 1

2 · 〈~2ξ〉− 1
2 ,

∣∣∣∣∣∣∣∣

˜̃η · ∂
ξ

1
2
κ

ντ(1 + κ)2
·
(
∂
η

1
2
F̃

) (
ξ

1
2 , ξ

1
2 +

˜̃η

ντ(1 + κ)
; ~

)∣∣∣∣∣∣∣∣
.

∣∣∣∣∣∂ξ 1
2
κ

∣∣∣∣∣ ·
∣∣∣∣∣∣
((
η

1
2 − ξ 1

2

)
∂
η

1
2
F̃

) (
ξ

1
2 , ξ

1
2 +

˜̃η

ντ(1 + κ)
; ~

)∣∣∣∣∣∣

.
(
τσ′

)−1
ξ−

1
2 ·

〈
~

2ξ
〉− 1

2
.

In the first estimate above, the operator ∂
ξ

1
2
+ ∂

η
1
2

kills the destructive phase e
±iR

(
ξ

1
2 −η

1
2

)

. For the non-

destructive phase e
±iR

(
ξ

1
2 +η

1
2

)

we use integration by parts in the variable R to gain decay in ξ
1
2 + η

1
2 . The

decay rate ξ−
1
2 is from the case when the derivative hits other factors in the presence of the destructive phase.
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Analogous bounds are obtained for higher derivatives. For temporal derivatives, we find∣∣∣∣∣∣∂τ
(
F̃

(
ξ

1
2 , ξ

1
2 +

˜̃η

ντ(1 + κ)
; ~

))∣∣∣∣∣∣ . τ
−2(σ′)−1 ·

〈
~

2ξ
〉− 1

2
,

and analogously for higher derivatives, as well as for mixed derivatives.

The preceding considerations then easily imply the desired higher derivative bounds (here to arbitrary order)∣∣∣∣∂k1

ξ
∂k2
τ Z±1 (τ, σ, ξ)

∣∣∣∣ .k1,k2
τ−1−ν−k2

(
log τ

)N1−i
σ−3 · ξ−k1

The Hölder type bounds in Definition 7.8 are then a consequence of interpolation.

To conclude case (i), we still need to deal with the error term ˜̃Ξ
(±)

1
(τ, ξ). We shall show that this can be

included into x2. In fact, using integration by parts with respect to ˜̃η, we infer the point wise bound
∣∣∣∣Ξ̃(±)

1
(τ, σ, ξ)

∣∣∣∣ .N τ−N · ~−1
〈
~

2ξ
〉− 1

4 · ξ−1− kν
2
(
log ξ

)i
.

In fact we have, by the fact η ≥ ~−2,

η≫ ξ ⇒ η̃ & ντη
1
2 & τ ⇒ ˜̃η & τ.

In the integral defining Ξ̃
(±)

1
(τ, σ, ξ), when the ∂ ˜̃η-derivative hits F̃

(
ξ

1
2 , ξ

1
2 +

˜̃η

ντ(1+κ)
; ~

)
, the τ−1-gain comes

from the coefficient 1
ντ(1+κ)

. The case when the ∂ ˜̃η-derivative hits the factor ζ( ˜̃η, ξ, τ, σ′) can be handled

similarly, using the explicit expression for κ
(
˜̃η, ξ, τ, σ

)
.

Therefore we have∣∣∣∣ ˜̃Ξ(±)

1
(τ, ξ)

∣∣∣∣

=

∣∣∣∣∣∣χξ<~−2

∫ τ

τ0

a
(±)

k,i
(τ, σ)e

±i

[
ντξ

1
2 +~−1ρ

(
x

(ξ)

σ′ ;α
′,~

)]

· Ξ̃(±)

1
(τ, σ, ξ) dσ

∣∣∣∣∣∣

. χξ<~−2

(∫ τ

τ0

τ−1−ν (log τ
)N1−i · σ−3 dσ

)
· ON

(
τ−N

)
· ~−1

〈
~

2ξ
〉− 1

4 · ξ−1− kν
2
(
log ξ

)i
,

which in turn gives ∥∥∥∥ ˜̃Ξ
(±)

1
(τ, ξ)

∥∥∥∥
S ~

0

.N τ−N ,

stronger than what we need.

(ii): ξ ≃ η. Here we need to show that the expression

Ξ
(±)

2
(τ, ξ) :=

∫ τ

τ0

a
(±)

k,i
(τ, σ) ·

∫ ∞

0

χξ≃η
F(ξ, η; ~) · ρn(η)

ξ − η · χη≥~−2~
−1 e
±i

[
ντη

1
2 +~−1ρ

(
x

(η)

σ′ ;β
′,~

)]

η1+ kν
2

(
log η

)i
dη

is as asserted in the proposition. We shall again decompose the expression into two by including suitable

cutoffs in front:

Ξ
(±)

2
(τ, ξ) = χξ≥~−2

∫ τ

τ0

a
(±)

k,i
(τ, σ) ·

∫ ∞

0

χξ≃η
F(ξ, η; ~) · ρn(η)

ξ − η · χη≥~−2~
−1 e
±i

[
ντη

1
2 +~−1ρ

(
x

(η)

σ′ ;β
′,~

)]

η1+ kν
2

(
log η

)i
dη
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+ ˜̃Ξ
(±)

2
(τ, ξ)

=: χξ≥~−2

∫ τ

τ0

a
(±)

k,i
(τ, σ)e

±i

[
ντξ

1
2 +~−1ρ

(
x

(ξ)

σ′ ;α
′,~

)]

· Ξ̃(±)

2
(τ, σ, ξ) dσ + ˜̃Ξ

(±)

2
(τ, ξ).

To proceed, we decompose Ξ̃
(±)

2
(τ, σ, ξ) further into a ‘weakly diagonal’ and a ‘strongly diagonal’ part via

inclusion of smooth cutoffs χ∣∣∣∣∣ξ
1
2 −η

1
2

∣∣∣∣∣≥1
, χ∣∣∣∣∣ξ

1
2 −η

1
2

∣∣∣∣∣<1
.

Weakly diagonal part. Set

Ξ̃
(±)

21
(τ, σ, ξ) :=

∫ ∞

0

χξ≃η · χ∣∣∣∣∣ξ
1
2 −η

1
2

∣∣∣∣∣≥1

F(ξ, η; ~) · ρn(η)

ξ − η · χη≥~−2~
−1 e±iΨ(ξ,η,τ,σ′)

η1+ kν
2

(
log η

)i
dη

Here we proceed as in case (i) and, using the same notation we get

Ξ̃
(±)

21
(τ, σ, ξ) =

∫ ∞

−∞
χξ≃ηχ

∣∣∣∣∣ξ
1
2 −η

1
2

∣∣∣∣∣≥1

F̃

(
ξ

1
2 , ξ

1
2 +

˜̃η

ντ(1+κ)
; ~

)

˜̃η
· e±i ˜̃η · ζ( ˜̃η, ξ, τ, σ′) d ˜̃η,

where η is thought of as function of ξ, ˜̃η, τ, σ′. Note that the restriction
∣∣∣∣ξ

1
2 − η 1

2

∣∣∣∣ ≥ 1 implies
∣∣∣ ˜̃η
∣∣∣ & τ, and

that we can write

χ∣∣∣∣∣ξ
1
2 −η

1
2

∣∣∣∣∣≥1
= χ∣∣∣∣

˜̃η
ντ(1+κ)

∣∣∣∣≥1
,

and we have ∣∣∣∣∣∣∂ξ
(
χ∣∣∣∣

˜̃η
ντ(1+κ)

∣∣∣∣≥1

)∣∣∣∣∣∣ . ξ
−1.

Taking advantage of the refined asymptotics of F(ξ, η; ~) and its derivatives, as detailed in Proposition 5.1,

we infer the bound
∣∣∣∣∣∣∂

k1

ξ
∂k2
τ

(
Ξ̃

(±)

21
(τ, σ, ξ) · ~

〈
~

2ξ
〉 1

4 · ξ1+ kν
2
(
log ξ

)−i

)∣∣∣∣∣∣ . ξ
−k1τ−k2 .

In fact, integrability over
∣∣∣ ˜̃η
∣∣∣ & τ follows from the refined off-diagonal decay. The desired derivative

bounds(of arbitrary degree) for

~

〈
~

2ξ
〉 1

4 · ξ1+ kν
2
(
log ξ

)−i ·
∫ τ

τ0

a
(±)

k,i
(τ, σ) · Ξ̃(±)

21
(τ, σ, ξ) dσ

as implied by the proposition and Definition 7.8 follow directly from this.

Strongly diagonal part. This is the term

Ξ̃
(±)

22
(τ, σ, ξ) :=

∫ ∞

0

χξ≃η · χ∣∣∣∣∣ξ
1
2 −η

1
2

∣∣∣∣∣<1

F(ξ, η; ~) · ρn(η)

ξ − η · χη≥~−2~
−1 e±iΨ(ξ,η,τ,σ′)

η1+ kν
2

(
log η

)i
dη
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We split this into a term which can be handled directly by the preceding lemma, as well as a better error

term. For this split F(ξ, η; ~) = F̃
(
ξ

1
2 , η

1
2 ; ~

)
as follows:

F̃

(
ξ

1
2 , η

1
2 ; ~

)
= F̃

(
ξ

1
2 , ξ

1
2 ; ~

)
+

∫ 1

0

(
ξ

1
2 − η 1

2

)
· ∂

η
1
2
F̃

(
ξ

1
2 , sξ

1
2 + (1 − s)η

1
2 ; ~

)
ds,

and so we infer

Ξ̃
(±)

22
(τ, σ, ξ) = Ξ̃

(±),a

22
(τ, σ, ξ) + Ξ̃

(±),b

22
(τ, σ, ξ),

where we set

Ξ̃
(±),a

22
(τ, σ, ξ) = F̃

(
ξ

1
2 , ξ

1
2 ; ~

)
·
∫ ∞

0

χξ≃η · χ∣∣∣∣∣ξ
1
2 −η

1
2

∣∣∣∣∣<1

ρn(η)

ξ − η · χη≥~−2~
−1 e±iΨ(ξ,η,τ,σ′)

η1+ kν
2

(
log η

)i
dη

Ξ̃
(±),b

22
(τ, σ, ξ) =

∫ ∞

0

χξ≃η · χ∣∣∣∣∣ξ
1
2 −η

1
2

∣∣∣∣∣<1

˜̃F

(
ξ

1
2 , η

1
2 ; ~

)
ρn(η) · χη≥~−2~

−1 e±iΨ(ξ,η,τ,σ′)

η1+ kν
2

(
log η

)i
dη,

where in the second integral we use the notation

˜̃F

(
ξ

1
2 , η

1
2 ; ~

)
=

∫ 1

0

∂
η

1
2
F̃

(
ξ

1
2 , sξ

1
2 + (1 − s)η

1
2 ; ~

)
ds

Using the special derivative bounds for the transference kernel, as well as the preceding lemma, we then

easily infer the better than required bounds

∣∣∣∣∣∣ξ
k2∂k1

τ ∂
k2

ξ

(
a

(±)

k,i
(τ, σ)Ξ̃

(±),a

22
(τ, σ, ξ) · ~

〈
~

2ξ
〉 1

4 · ξ1+ kν
2
(
log ξ

)−i

)∣∣∣∣∣∣ .
(
log τ

)N1−i
τ−1−ν−k1 · σ−3

The same bounds obtain also for the second term Ξ̃
(±),b

22
(τ, σ, ξ), where one can simply repeat the change of

coordinates from case (i) and follow the same arguments as in that case.

It remains to deal with the contribution of the error term ˜̃Ξ
(±)

2
(τ, ξ). But this term is seen to be of type x3

as is easily seen by arranging the outer cutoff χξ<~−2 . in such a way that the intersection of the supports of

the two cutoffs χξ<~−2 , χη≥~−2 is empty.

(iii): ξ ≫ η. This can be handled analogously to case (i) due to the rapid off-diagonal gain
(
η

ξ

)N
for the

transference kernel, and we omit the analogous details. Moreover, note that now there is no analogous error

term as ˜̃Ξ
(±)

1
(τ, ξ).

This concludes the bounds for the contribution of the principal ingoing singular part, which we see gets

transformed by the non-local part of the transference operator into a connecting ingoing singular part.

Contribution of the connecting ingoing singular part, i.e. the second term on the right in (7.3). Here one

can essentially follow the same outline as in the preceding case, splitting into situations (i) - (iii). Consider
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for example the case (i) here, which is given by

∫ τ

τ0

∫ ∞

0

χξ≪η
F(ξ, η; ~) · ρn(η)

ξ − η · χη≥~−2~
−1 e
±i

[
ντη

1
2 +~−1ρ

(
x

(η)

σ′ ;β
′,~

)]

η1+ kν
2

(
log η

)i · F(±)

l,k,i

(
τ, σ,

λ2(τ)

λ2(σ)
η

)
dηdσ.

Using the same change of variables as in case (i) above, i.e. ˜̃Ψ(ξ, η, τ, σ′), we can write the preceding term

as (abusing notation in order to emphasize the analogy)

χξ≥~−2

∫ τ

τ0

e
±i

[
ντξ

1
2 +~−1ρ

(
x

(ξ)

σ′ ;α
′,~

)]

· Ξ̃(±)

1
(τ, σ, ξ) dσ + χξ<~−2

∫ τ

τ0

e
±i

[
ντξ

1
2 +~−1ρ

(
x

(ξ)

σ′ ;α
′,~

)]

· Ξ̃(±)

1
(τ, σ, ξ) dσ,

where this time we set

Ξ̃
(±)

1
(τ, σ, ξ) =

∫ ∞

0

χξ≪η

F̃

(
ξ

1
2 , ξ

1
2 +

˜̃η

ντ(1+κ)
; ~

)

˜̃η
· e±i ˜̃η · ζ

(
˜̃η, ξ, τ, σ′

)
d ˜̃η

and we define

ζ
(
˜̃η, ξ, τ, σ′

)
= χη≥~−2~

−1

(
log η

)i

η1+ kν
2

ρn(η) · 2η
1
2

η
1
2 + ξ

1
2

· ∂η̃
∂ ˜̃η
· F(±)

l,k,i

τ, σ,
λ2(τ)

λ2(σ)

(
ξ

1
2 +

˜̃η

ντ (1 + κ)

)2
 ,

and κ is defined as in Definition 7.8. This time we obtain the following bounds for ζ in the region ξ ≪ η:
∣∣∣∣∣∂

k1

ξ
∂k2
τ

(
ζ
(
˜̃η, ξ, τ, σ′

)
· ~〈~2ξ〉 1

4 · ξ1+ kν
2
(
log ξ

)−i
)∣∣∣∣∣

. 〈~2ξ〉 1
4 · τ−1−ν−k2

(
log τ

)N1−i · σ−1

[
σ−2 + κ

(
~
λ(τ)

λ(σ)
η

1
2

)]
· ξ−k1 , k1 + k2 ≤ 5,

as well as the ‘closing Holder bounds’
∥∥∥∥∥∥∂

5−k2

ξ
∂k2
τ

(
ζ
(
˜̃η, ξ, τ, σ′

)
· ~

〈
~

2ξ
〉 1

4 · ξ1+ kν
2
(
log ξ

)−i

)∥∥∥∥∥∥
Ċδ
ξ
(ξ≃λ)

. λ−(5−k2+δ)
〈
~

2λ
〉 1

4 · τ−1−ν−k2
(
log τ

)N1−i · σ−1

[
σ−2 + κ

(
~
λ(τ)

λ(σ)
η

1
2

)]

Observe that the off-diagonal decay of the transference kernel F(ξ, η; ~) = F̃
(
ξ

1
2 , η

1
2 ; ~

)
then allows us to

translate the gain κ
(
~
λ(τ)
λ(σ)

η
1
2

)
to κ

(
~
λ(τ)
λ(σ)

ξ
1
2

)
because

min



(
ξ

η

)N

,

(
η

ξ

)N
 · κ

(
~
λ(τ)

λ(σ)
η

1
2

)
. κ

(
~
λ(τ)

λ(σ)
ξ

1
2

)

and the rest of the argument proceeds as in the earlier case (i). The required modifications for the cases (ii),

(iii) are similar.

Contribution of the outgoing singular part, i.e. the terms (7.4), (7.5). This can again be handled by small

modifications of the preceding cases. Consider for example the contribution of an ‘outgoing perpetuated
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singularity’ (7.5). To handle it, we need to use a slightly modified version of Lemma 7.12, Lemma 7.14,

where the oscillatory factor

e±iντη
1
2

gets replaced by

e
±iν

(
λ(τ)
λ(σ)

x+τ
)
η

1
2
, x ≥ 0.

This forces utilization of a different variable η̃ in the proof of these lemmas, namely

η̃ = ν

(
λ(τ)

λ(σ)
x + τ

) (
η

1
2 − ξ 1

2

)
,

while the remaining steps are again identical to the ones in the original proofs. Observe in particular that in

Remark 7.13 the function P>C−1τg is then replaced by

P
>C−1 ·

(
λ(τ)
λ(σ)

x+τ
)g.

�

7.4.2. The effect of derivatives on functions with admissibly singular distorted Fourier transform at angular

momentum n, |n| ≥ 2. Recall that in the coordinates (τ,R), the derivatives arising in the non-linear source

terms are of type ∂τ+
λτ
λ

R∂R±∂R. Here we establish how these operators act on admissibly singular functions,

taking advantage of the preceding subsection. This gets expressed in the form of a lemma analogous to

Lemma 7.10:

Lemma 7.17. Assume that f (τ,R) is an angular momentum n, |n| ≥ 2 function, represented by

f (τ,R) =

∫ ∞

0

φn(R, ξ) · x(τ, ξ) · ρn(ξ) dξ,

with x(τ, ξ) admissibly singular (at angular momentum n). Then for the action of the ‘good derivative’

∂τ +
λτ
λ

R∂R − ∂R we have the following representation on the physical side: restricting to R < ντ we can

write
(
∂τ +

λτ

λ
R∂R − ∂R

)
f = f1 + f2 + f3

where f1 = f1(τ,R) is a C5-function supported in ντ − R & 1 and satisfying

∇k2

R
f1(τ,R) . ~−1 (

log τ
)N1+1 · τ− 3

2
−ν |ντ − R|−5 , 0 ≤ k2 ≤ 5,

while f2 =
∑8

l=1 f2l where we have the explicit form

f2l(τ,R) = χ|ντ−R|.~

N∑

k=1

N1∑

i=0

Gk,l,i(τ, ντ − R)

τ
1
2

~
− l+1

2 [ντ − R]
l
2
+kν (log (ντ − R)

)i

Here the function Gk,i(τ, x) has symbol type behavior with respect to x, as follows:
∣∣∣∂k2

x Gk,l,i(τ, x)
∣∣∣ . (

log τ
)N1−i+1 · τ−1−νx−k2 , 0 ≤ k2 ≤ 5
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and we have the bound ∥∥∥x5+δ∂5
xGk,l,i(τ, x)

∥∥∥
Ċδ .

(
log τ

)N1−i+1 · τ−1−ν.

Finally, the remaining function f3 is also C5 and supported in |ντ − R| . 1 and satisfies

‖ f3‖S ~
0
.

(
log τ

)N1+1 · τ−1−ν.

Moreover, we have the bounds
∣∣∣∂k

R f3
∣∣∣ . (

log τ
)N1+1

τ−
3
2
−ν · ~−1 min{(ντ − R)−k , ~−k}, 0 ≤ k ≤ 5.

The contribution of the terms xout enjoys a smoothness gain visible on the physical side upon restriction to

the interior of the light cone: defining

g(τ,R) :=

(
∂τ +

λτ

λ
R∂R − ∂R

) ∫ ∞

0

φn(R; ξ) · xout(τ, ξ) · ρn(ξ) dξ,

we can write

g = g1 + g2 + g3,

where g1,3 have the same properties as f1,3, while g2 admits the representation

g2 = χ|ντ−R|.~

8∑

l=3

N∑

k=1

N1∑

i=0

Hk,l,i(τ, ντ − R)

τ
1
2

~
− l+1

2 [ντ − R]
l
2
+kν (log (ντ − R)

)i

and we have the symbol type bounds
∣∣∣∂k2

x Hk,l,i(τ, x)
∣∣∣ . (

log τ
)N1−i+1 · τ−1−νx−k2 , k2 ∈ {0, . . . , 3},

as well as ∥∥∥x3+δ∂3
xGk,l,i(τ, x)

∥∥∥
Ċδ .

(
log τ

)N1−i+1 · τ−1−ν.

The preceding two bounds hold also with derivatives up to degree 5, provided we control the ξ-derivatives

of the functions F±
l,k,i
,G±

l,k,i
up to degree 7.

For the action of the ‘bad derivative’ ∂τ+
λτ
λ

R∂R+∂R, we have analogous conclusion except that k, k2 range

up to 4 and the expression [ντ − R]
l
2
+kν is replaced by

[ντ − R]
l
2
+kν−1 ,

and similarly at the end (concerning the improvement for the contribution of xout) k2 only ranges up to 2,

respectively 4 for the conclusion at the very end.

Proof. The idea is to decompose the derivative operator into

∂τ +
λτ

λ
R∂R ∓ ∂R = ∂τ + [(1 + ν) ∓ 1] ∂R +

(
1 + ν−1

) R − ντ
τ

∂R

Fixing the −-sign first, this becomes

∂τ + ν∂R +
(
1 + ν−1

) R − ντ
τ

∂R.

The operator ∂τ + ν∂R acts trivially on functions of the form f (ντ − R). Thus if we recall Lemma 7.10,

the conclusion of the first part of the present lemma follows easily for the contribution arising by applying



260 JOACHIM KRIEGER, SHUANG MIAO, AND WILHELM SCHLAG

∂τ + ν∂R, while the contribution arising upon applying (1 + ν−1)R−ντ
τ
∂R is handled by invoking the symbol

behavior of the coefficients

Gk,l,i(τ, ντ − R)

with respect to the second variable. The case of the +-sign is handled similarly. �

Due to the technical difficulty of precisely translating the physical properties of functions to the Fourier

properties, we give a more precise statement for the action of ∂τ +
λτ
λ

R∂R ∓ ∂R on the physical realisation of

the principal ingoing part:

Lemma 7.18. Assume that f (τ,R) is an angular momentum n, |n| ≥ 2 function, represented by

f (τ,R) =

∫ ∞

0

φn(R, ξ) · x(τ, ξ) · ρn(ξ) dξ,

with x(τ, ξ) given by the first term on the right in (7.3). Then we have

(
∂τ +

λτ

λ
R∂R + ∂R

)
f (τ,R)|R<ντ =

∫ ∞

0

φn(R, ξ) · y(τ, ξ) · ρn(ξ) dξ

where y = ±2iξ
1
2 · x +∑2

j=1 y j, with y1 an admissibly singular term, while y2 is in S ~
0
.

Proof. Write

(
∂τ +

λτ

λ
R∂R + ∂R

)
f =

(
∂τ +

λτ

λ
R∂R − ∂R

)
f + 2∂R f

=

(
∂τ +

λτ

λ
R∂R − ∂R

)
f + 2

R∂R f

R

=

(
∂τ +

λτ

λ
R∂R − ∂R

)
f + 2

R∂R f

ντ
+ 2

ντ − R

ντ
· ∂R f

Then apply the preceding lemma to the first and third term, using

2∂R =

(
∂τ +

λτ

λ
R∂R + ∂R

)
−

(
∂τ +

λτ

λ
R∂R − ∂R

)

to handle the third term, and further apply Lemma 7.7 to get the desired conclusion. It remains to determine

the distorted Fourier transform of the middle term

2
R∂R f

ντ
,

for which we use (denoting by F the distorted Fourier transform at angular momentum n)

F
(
2

R∂R f

ντ

)
= − 4

ντ

(
ξ∂ξ

)
F ( f ) +

2

ντ
K (~)F ( f )

= − 4

ντ

(
ξ∂ξ

)
x +

2

ντ
K (~) x
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To handle the contribution of the last term on the right, use Proposition 7.15. It remains to deal with the

term − 4
ντ

(
ξ∂ξ

)
x. Referring to the principal ingoing term as in (7.3), we have

4

ντ

(
ξ∂ξ

)
χ

(l)

ξ≥~−2~
−1 e±iντξ

1
2

ξ1+k ν2

(
log ξ

)i

 =
4

ντ

(
ξ∂ξ

) (
χ

(l)

ξ≥~−2

)
~
−1 e±iντξ

1
2

ξ1+k ν2

(
log ξ

)i

+ χ
(l)

ξ≥~−2

4

ντ

(
ξ∂ξ

)
~
−1 e±iντξ

1
2

ξ1+k ν
2

(
log ξ

)i



Here the second term on the right can be written as

χ
(l)

ξ≥~−2

4

ντ

(
ξ∂ξ

)
~
−1 e±iντξ

1
2

ξ1+k ν
2

(
log ξ

)i

 = ±2iχ
(l)

ξ≥~−2 · ~−1 e±iντξ
1
2

ξ
1
2
+k ν

2

(
log ξ

)i
+ error,

Here the first term on the right is responsible for the term ±2iξ
1
2 · x in the lemma, while the term ‘error’ leads

to a term of principal ingoing singular type. The remaining term

4

ντ

(
ξ∂ξ

) (
χ

(l)

ξ≥~−2

)
~
−1 e±iντξ

1
2

ξ1+k ν
2

(
log ξ

)i

from above is easily seen to lead to a term in S ~
0
, since the above function is supported in the regime where

~
2ξ ≃ 1. �

7.5. Multilinear estimates near the light cone with singular inputs at angular momentum |n| ≥ 2.

In this subsection, we finally control the source terms near the light cone with singular inputs, which is

particularly delicate for the null-form source terms. In a first stage, we shall assume that all factors (inputs)

are angular momentum |n| ≥ 2 functions, as the general case will be a rather straightforward extension of

this case. However, at this stage we only consider the source terms at angular momentum |n| ≥ 2, as the

exceptional angular momenta n = 0,±1 will be treated in a separate section at the end.

We note that the null-form estimates are delicate, since a priori the regularity we are dealing with is only

H1+, whence we are at the limit of the strong local well-posedness regime. While the general theory requires

the use of Hs,δ spaces in this setting, we can and have to take advantage of the very particular structure of our

solutions involving the shock on the light cone, which turns out to be very naturally adapted to the null-form

structure of the most singular source terms.

7.5.1. Basic product estimates for angular momentum |n| ≥ 2 functions with admissibly singular distorted

Fourier transform. Here we show that our concept of admissible singularity leads to good product estimates,

and that these concepts are also compatible with forming paraproducts. These will arise naturally when

proving the basic null-form estimates needed to handle the source terms.

Proposition 7.19. Let n j, j = 1, 2, 3 obey the same conditions as in Prop. 6.14 . Assume that the functions

f j(τ,R), j = 1, 2 are angular momentum n j, |n j| ≥ 2 functions admitting representations

f j(τ,R) =

∫ ∞

0

φn j
(R, ξ) · x j(τ, ξ) · ρn j

(ξ) dξ, j = 1, 2,
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where the distorted Fourier transforms x j, j = 1, 2 each can be written as x j = y j + z j with y j admissibly

singular (at angular momentum n j) and z j ∈ S
~ j

0
. Then we have

∏

j=1,2

f j|R<ντ = g(τ,R),

where, g admits an angular momentum n3 representation

g(τ,R) =

∫ ∞

0

φn3
(R, ξ)x3(τ, ξ)ρn3

(ξ) dξ,

where x3 = y3 + ỹ3 + z3, and where y3 is admissibly singular of principal ingoing type, ỹ3 is of prototypical

singular type with vanishing principal part, and z3 ∈ S
~3

0
.

Proof. Assume that ~2 ≫ ~1, say, whence the product is at angular momentum n3 with n3 ≃ n1, the

remaining case being handled similarly. In addition, first, assume that both y1,2 have vanishing principal

ingoing part. Write

f j(τ,R) = f̃ j(τ,R) + ˜̃f j(τ,R), j = 1, 2,

where we define

f̃ j(τ,R) =

∫ ∞

0

φn j
(R, ξ) · y j(τ, ξ) · ρn j

(ξ) dξ,

i.e. corresponding to the singular part. Using Lemma 7.10, as well as Lemma 7.7, the conclusion follows

readily for the product of the f̃ j, and a simple version of the basic product estimates such as Prop. 6.10 gives

the conclusion for the product of the ˜̃f j. It remains to consider the mixed case, i.e. the products

˜̃f1 · f̃2, f̃1 · ˜̃f2.

The product ˜̃f1 · f̃2. To begin with, we can reduce f̃2 to χντ−R<~1
f̃2, by means of the following technical

Lemma 7.20. We have

˜̃f1 · χντ−R≥~1
f̃2 ∈ S̃

(~3)

0
,

(
∂τ +

λ′

λ
R∂R

) (
˜̃f1 · χντ−R≥~1

f̃2
)
∈ S̃

(~3)

1

Proof. (lemma) We sketch the argument, which is very similar to the one for Prop. 6.10: for the undifferen-

tiated term, we need to bound
∥∥∥∥∥
〈
φn3

(R, ξ), ˜̃f1 · χντ−R≥~1
f̃2
〉

L2
R dR

∥∥∥∥∥
S
~3
0

Labeling ξ1 the frequency in the angular momentum n1 Fourier representation of ˜̃f1, due to ~3 ≃ ~1 the case

ξ1 ≥ ξ is easily handled by invoking Lemma 7.10 to bound the L∞-norm of χντ−R≥~1
f̃2 (for instance, the

method to handle the case (1) in the proof of Proposition 6.10 can be directly applied here). It remains to

deal with the case ξ1 < ξ, where we have to perform integration by parts. For this, in the low frequency

regime ξ < 1, write

〈
φn3

(R, ξ), ˜̃f1 · χντ−R≥~1
f̃2
〉

L2
R dR

=
1

ξ

〈
Hn3

φn3
(R, ξ), ˜̃f1 · χντ−R≥~1

f̃2
〉

L2
R dR
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Then the terms

1

ξ

〈
φn3

(R, ξ), ∂2
R

(
˜̃f1
)
· χντ−R≥~1

f̃2
〉

L2
R dR

,
1

ξ

〈
φn3

(R, ξ),
n2

3

R2

(
˜̃f1
)
· χντ−R≥~1

f̃2

〉

L2
R dR

are bounded by means of Prop. 6.8 (by again placing
n2

3

R2
˜̃f1, ∂

2
R

˜̃f1 into L2 and χντ−R≥~1
f̃2 into L∞). The term

1

ξ

〈
φn3

(R, ξ), ˜̃f1 · ∂2
R

(
χντ−R≥~1

f̃2
)〉

L2
R dR

is estimated by using the bound (see Lemma 6.9)∣∣∣∣ ˜̃f1(τ,R)
∣∣∣∣ . τ~−δ1 ·

∥∥∥∥ ˜̃f1

∥∥∥∥
S̃

(~1)

1

, for R . τ,

in conjunction with (see Lemma 7.10)∥∥∥∥∂2
R

(
χντ−R≥~1

f̃2
)∥∥∥∥

L2
R dR

. ~
−1
1 · τ−1−ν (log τ

)C
.

To deal with the high frequency regime ξ > 1 further integration by parts are required, which can be handled

analogously to the preceding. �

It remains to deal with ˜̃f1 · χντ−R<~1
f̃2. Here it suffices to split

˜̃f1(τ,R) =

3∑

j=0

(ντ − R) j ·
˜̃f
( j)

1
(τ, ντ)

j!
+ ˜̃g1(τ,R) =: P3

˜̃f1(τ,R) + ˜̃g1(τ,R)

Also, we may assume that in accordance with Lemma 7.10 we have

χντ−R<~1
f̃2(τ,R) = χ|ντ−R|.~1

N∑

k=1

N1∑

i=0

Gk,l,i(τ, ντ − R)

τ
1
2

~
− l+1

2

2
[ντ − R]

l
2
+kν (log (ντ − R)

)i

with bounds as stated there for the coefficients Gk,l,i(τ, ντ − R). We have the bounds
∣∣∣∣ ˜̃f

( j)

1
(τ, ντ)

∣∣∣∣ =
∣∣∣∣∣∂

j

R

∫ ∞

0

φn1
(R, ξ) · z1(τ, ξ)ρn1

(ξ) dξ

∣∣∣∣∣
R=ντ

. τ · ~−1− j

1
· ‖z1(τ, ·)‖

S
~1
0

, 0 ≤ j ≤ 3,

∣∣∣∣∣∣

(
∂τ +

λ′

λ
R∂R

)
˜̃f
( j)

1
(τ, ντ)

∣∣∣∣∣∣ . ~
−1− j

1
·
(
‖z1(τ, ·)‖

S
~1
0

+ ‖Dτz1(τ, ·)‖
S
~1
1

)
, 0 ≤ j ≤ 3.

The second estimate above can be derived similarly as the first one. For the first estimate, we can actually

avoid the growth in τ. In fact we write

˜̃f
( j)

1
(τ, ντ) =χ0≤ντ−R.1

˜̃f
( j)

1
(ντ,R)|R=ντ =

∫ ντ

ντ−1

∂R

(
χ0≤ντ−R.1

˜̃f
( j)

1
(ντ,R)

)
dR

=

∫ ντ

ντ−1

∂R

(
χ0≤ντ−R.1

) ˜̃f
( j)

1
(ντ,R) dR +

∫ ντ

ντ−1

χ0≤ντ−R.1∂R
˜̃f1(τ,R) dR.

This combined with Proposition 6.7 gives the desired estimate without the growth in τ.
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Then the product of the pure polynomial of the singular part is given by
(
P3

˜̃f1(τ,R)
)
· χντ−R<~1

f̃2(τ,R)

= χ|ντ−R|.~1

3∑

j=0

N∑

k=1

N1∑

i=0

G̃k,l, j,i(τ, ντ − R)

τ
1
2

~
− l+2 j+1

2

1
[ντ − R]

l+2 j

2
+kν (log(ντ − R)

)i
,

where we set

G̃k,l, j,i(τ, ντ − R) = ~
l−1
2

1
· ~−

1+l
2

2
· ˜̃f

( j)

1
(τ, ντ) ·Gk,l,i(τ, ντ − R)

and which is seen to satisfy the same bounds as the coefficients in f2(l+2 j) in Lemma 7.10 up to a factor ~−C
2

.

Next we consider the product
˜̃g1 · χντ−R<~1

f̃2

We claim that this function can be placed into S̃
(~1)

0
, with time derivative in S̃

(~1)

1
. To see this, we use Taylor’s

theorem to write

˜̃g1(τ,R) =

∫ 1

0

˜̃f
(4)

1
(τ, ντ + s(R − ντ)) · (ντ − R)4 ds,

Now we assume that of of y j, say y1, is of principal ingoing part. Then if y2 is also of principal ingoing

type, write

f̃ j(τ,R) = χντ−R≥~ j
f̃ j(τ,R) + χντ−R<~ j

(
f̃ j(τ,R) − c j(τ)

)
+ χντ−R<~ j

c j(τ), c j(τ) = f̃ j(τ, ντ), j = 1, 2,

where we let

f̃ j(τ,R) =

∫ ∞

0

φn j
(R, ξ) · y j(τ, ξ) · ρn j

(ξ) dξ.

Here χντ−R≥~ j
f̃ j(τ,R) ∈ S̃

(~ j)

0
, and furthermore the preceding argument implies

χντ−R≥~ j
f̃ j(τ,R) · χντ−R<~k

f̃k(τ,R) ∈ S̃
(~3)

0
, { j, k} = {1, 2}.

It follows that to complete analysis of the product
∏

j=1,2 f̃ j(τ,R), it suffices to consider
∏

j=1,2

[
χντ−R<~ j

(
f̃ j(τ,R) − c j(τ)

)
+ χντ−R<~ j

c j(τ)
]

=
∏

j=1,2

χντ−R<~ j

(
f̃ j(τ,R) − c j(τ)

)

+
∑

{ j,k}={1,2}
χντ−R<~ j

(
f̃ j(τ,R) − c j(τ)

)
· χντ−R<~k

ck(τ)

+
∏

j=1,2

χντ−R<~ j
c j(τ)

Using Lemma 7.10 and Lemma 7.7, the first term on the right is seen to be of connecting singular type or

smoother. For the second term on the right, considering the case j = 1, k = 2, say, we have

χντ−R<~1

(
f̃1(τ,R) − c1(τ)

)
· χντ−R<~2

c2(τ)
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= χντ−R<~1
f̃1(τ,R) · χντ−R<~2

c2(τ) − χντ−R<~1
c1(τ) · χντ−R<~2

c2(τ)

= f̃1(τ,R) · c2(τ)

− χντ−R≥~1
f̃1(τ,R) · c2(τ)

− χντ−R<~1
f̃1(τ,R) · χντ−R≥~2

c2(τ)

− χντ−R<~1
c1(τ) · χντ−R<~2

c2(τ).

Here the last three terms are easily seen to be in S̃
(~3)

0
(Note that the third term on the RHS above actually

vanishes, since ~2 ≫ ~1), while for the first of the last four terms, this is clearly a function which is of

principal ingoing type when interpreted as angular momentum n1 function. However, this function needs

to be interpreted as an angular momentum n3 function, for which we need a ‘translation device’. To begin

with, using Lemma 7.10, we easily conclude that

χR< ντ
2

f̃1(τ,R) · c2(τ) ∈ S̃
(~3)

0
.

It thus suffices to understand 〈
φn3

(R, ξ), χR≥ ντ
2

f̃1(τ,R) · c2(τ)
〉

L2
R dR

For this we use the following lemma:

Lemma 7.21. Let f (R) be an angular momentum n1 function, |n1| ≥ 2, let |n2| ≥ 2, and setting

f (R) =

∫ ∞

0

φn1
(R, ξ)x(ξ)ρn1

(ξ) dξ,

let the function Kn1,n2
τ x be defined by the relation

(Kn1 ,n2
τ x

)
(η) :=

〈
φn2

(R, η), χR≥ ντ
2

f (R)
〉

L2
R dR

.

Then we have in analogy to the transference operator the distributional identity

Kn1,n2
τ (ξ, η) =

an2
(η)

an1
(ξ)

δ(ξ − η) + K̃n1 ,n2
τ (ξ, η),

where the operator K̃n1,n2
τ acts via integration against a kernel

F(ξ,η;τ,n1 ,n2)ρn1
(η)

ξ−η

(
K̃n1,n2
τ f

)
(η) =

∫ ∞

0

F(ξ, η; τ, n1, n2)ρn1
(ξ)

ξ − η f (ξ) dξ.

The kernel function F(ξ, η; τ, n1, n2) can be decomposed as

F(ξ, η; τ, n1, n2) = FP(ξ, η; τ, n1, n2) + FN(ξ, η; τ, n1, n2)

where FP(ξ, η; τ, n1, n2) satisfies (assuming ξ ≤ η) for k ≤ k0(n1),

|FP(ξ, η; τ, n1, n2)| . P(|n1 − n2|)
(
~1ξ

1
2

)−1

min

{
1,

(
~1ξ

1
2

)}
·G, (7.12)
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with

G :=



min

{
1,

(
~1ξ

1
2

) 1
4

∣∣∣∣η
1
2 − ξ 1

2

∣∣∣∣
− 1

4

}
, for

∣∣∣∣∣∣
η

1
2

ξ
1
2

− 1

∣∣∣∣∣∣ . 1,

~1

(
~1ξ

1
2

)−1
min

{
1, ~1ξ

1
2

}
·
(
ξ

1
2

η
1
2

)k

·
( 〈ξ〉
η

)N
, for

∣∣∣∣∣∣
η

1
2

ξ
1
2

− 1

∣∣∣∣∣∣ ≫ 1,

(7.13)

for arbitrary N > 0 and η ≥ 1. Here P(·) is a polynomial. For the derivatives of FP(ξ, η; τ, n1, n2), we have∣∣∣∣∣∂ξ 1
2
FP(ξ, η; τ, n1, n2)

∣∣∣∣∣ ,
∣∣∣∣∣∂η 1

2
FP(ξ, η; τ, n1, n2)

∣∣∣∣∣

.
P(|n1 − n2|)

(
~1ξ

1
2

) 1
2
(
~2η

1
2

) 1
2

(
1 +

∣∣∣∣∣log

(
~1ξ

1
2

∣∣∣∣ξ
1
2 − η 1

2

∣∣∣∣
−1

)∣∣∣∣∣
)

if ξ ≃ η,
(7.14)

The operator corresponding to FN(ξ, η; n1, n2, τ) has a stronger smoothing effect, which maps an admissibly

singular function to a smooth function.

Proof. The proof is similar to that of Proposition 5.1, and here we only give an outline. According to its

definition, the operator
(Kn1 ,n2

τ x
)

(η) is given by

(Kn1,n2
τ x

)
(η) =

∫ ∞

0

〈
χR≥ ντ

2
φn1

(R, ξ), φn2
(R, η)

〉
L2

R dR

· ρn1
(ξ) f (ξ) dξ.

In view of (5.14), we infer that the δ measure on the diagonal in the integral

lim
A→∞

∫ A

0

χR≥ ντ
2
φn1

(R, ξ)φn2
(R, η)R dR

comes from the expression

2π−1 (ξη)−
1
4 lim

L→∞
Re

∫ ∞

0

ei(~−1
1
Ψ(R,ξ,~1)−~−1

2
Ψ(R,η,~2))an1

(ξ) (1 + ~a1(−τ, α))

· an2
(η)

(
1 + ~a1(−σ; β)

)
χR≥ ντ

2
χ2(R/L) dR.

Here

α := ~1ξ
1
2 , Ψ(R, ξ, ~1) := ~1ξ

1
2 R − y(α, ~1) + ρ(~1ξ

1
2 R, α, ~1)

β := ~2η
1
2 , Ψ(R, η, ~2) := ~2η

1
2 R − y(β, ~2) + ρ(~2η

1
2 R, α, ~2),

and χ2 is defined the same as in (5.16). The result for the diagonal part follows in a similar way as in the

proof for Proposition 5.1.

Now we turn to the off-diagonal kernel K̃n1,n2
τ (ξ, η). A routing calculation similar to the one in Proposition

5.1, we have

η
(Kn1,n2

τ f
)

(η) − Kn1 ,n2
τ (ξ f (ξ)) (η) = −

∫ ∞

0

〈
χR≥ ντ

2
φn1

(R, ξ),H+n2
φn2

(R, η)
〉

L2
R dR

ρn1
(ξ) f (ξ) dξ

+

∫ ∞

0

〈
χR≥ ντ

2
φn1

(R, ξ),H+n1
φn2

(R, η)
〉

L2
R dR

ρn1
(ξ) f (ξ) dξ

+

∫ ∞

0

〈(
∂2

R + R−1∂R

)
χR≥ ντ

2
· φn2

(R, η), φn1
(R, ξ)

〉
L2

R dR

ρn1
(ξ) f (ξ) dξ
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+

∫ ∞

0

〈
∂RχR≥ ντ

2
∂Rφn2

(R, η), φn1
(R, ξ)

〉
L2

R dR

ρn1
(ξ) f (ξ) dξ.

Therefore the function F(ξ, η; τ, n1, n2) is given by

F(ξ, η; τ, n1, n2) =
〈(

H+n1
− H+n2

)
φn2

(R, η), χR≥ ντ
2
φn1

(R, ξ)
〉

L2
R dR

+
〈(
∂2

R + R−1∂R

)
χR≥ ντ

2
· φn2

(R, η), φn1
(R, ξ)

〉
L2

R dR

+ 2
〈
∂RχR≥ ντ

2
· ∂Rφn2

(R, η), φn1
(R, ξ)

〉
L2

R dR

.

(7.15)

We denote the first term on the RHS of (7.15) by FP(ξ, η; n1, n2, τ) and the rest three terms by FN(ξ, η; n1, n2, τ).

Note that FP(ξ, η; n1, n2, τ) has a similar structure as the function F(ξ, η; ~) in Proposition 5.1, except that 1)

the potential H+n1
−H+n2

decays as 〈R〉−2 only, 2) the coefficient of the potential is n2
1
−n2

2
= (n1−n2)(n1 +n2),

and 3) the Fourier basis φn1
(R, ξ) and φn2

(R, η) are for different angular modes. If ~1 ≤ ~2 (the vice-versa

being similar), then

~2 = ~1 ·
~2

~1

= ~1 ·
n1 + 1

n2 + 1
= ~1 ·

(
1 +

n1 − n2

n2 + 1

)
.

Therefore the estimates on FP(ξ, η; n1, n2, τ) follows in a similar way as in Proposition 5.1. �

Using the preceding lemma, we infer that
〈
φn3

(R, ξ), χR≥ ντ
2

f̃1(τ,R) · c2(τ)
〉

L2
R dR

= c2(τ) · y1(τ) + ỹ1(τ, ξ),

where ỹ1(τ, ξ) is of connecting singular type, and hence more regular. This completes the outline of the

proof of the proposition. �

Applying the preceding proposition inductively, we can then also handle more general products:

Corollary 7.22. Let φ j, j = 1, 2, . . . , k, k ≥ 2, be angular momentum n j, |n j | ≥ 2 functions with admissibly

singular distorted Fourier transform (in the angular momentum n j-sense). Let the angular momenta ml, l =

1, . . . , k − 1, be determined such that |ml| ≥ 2 and {m2, n1, n2} satisfy the conditions in of Prop. 6.14 (instead

of satisfying the conditions {n3, n1, n2} in that proposition), and similarly for the triples {mr, nr,mr−1}. Then

the product

k∏

j=1

φ j

may be represented as an angular momentum mk−1-function whose Fourier transform is a linear combina-

tion of an admissible function and a function in S
~̃k−1

0
, where ~̃l := 1

ml+1
.

7.5.2. Fourier localization on admissibly singular functions. One nice feature of our concept of admissi-

bly singular functions is that except for the principal ingoing singular part, they are compatible with the

application of Fourier localization operators

χξ>µ, χξ<µ, χξ≃µ.
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In fact, if F
(±)

l,k,i

(
τ, σ,

λ2(τ)

λ2(σ)
ξ

)
is as in Definition 7.8, then the function

χξ>µF
(±)

l,k,i

(
τ, σ,

λ2(τ)

λ2(σ)
ξ

)
= χ λ2(σ)

λ2(τ)
·
(
λ2(τ)

λ2(σ)
ξ

)
>µ

F
(±)

l,k,i

(
τ, σ,

λ2(τ)

λ2(σ)
ξ

)

=: F̃
(±)

l,k,i

(
τ, σ,

λ2(τ)

λ2(σ)
ξ

)

is easily seen to satisfy the same estimates as the function F
(±)

l,k,i

(
τ, σ,

λ2(τ)

λ2(σ)
ξ

)
, and similarly for the other

Fourier cutoffs. Moreover, these cutoffs act boundedly on S ~
0
, S ~

1
for trivial reasons.

In the sequel, if f is an angular momentum n, |n| ≥ 2 function represented by

f (R) =

∫ ∞

0

φn(R, ξ)x(ξ)ρn(ξ) dξ,

then we define the Fourier localization operators P<µ, Pµ, P>µ by means of

P>µ f (R) =

∫ ∞

0

φn(R, ξ)χξ>µx(ξ)ρn(ξ) dξ,

and similarly for the other operators. Thus we commit abuse of notion here, in that these operators tacitly

depend on the angular momentum n. In the sequel, it will always be understood what the underlying angular

momentum is. However, the principal ingoing part will be modified into inadmissible form by application

of a Fourier cutoff; nonetheless, we shall be able to show that certain paraproducts of admissibly singular

inputs remain admissibly singular (up to smoother errors).

7.5.3. Paraproduct estimates for angular momentum |n| ≥ 2 functions with admissibly singular distorted

Fourier transform. Recall that expressions of the form
∑
µ P<µ f Pµg where µ ranges over dyadic frequencies.

Here we show that this concept is compatible with our concept of admissible singularity:

Proposition 7.23. Let n j, j = 1, 2, 3 obey the same conditions as in Prop. 6.14 . Assume that the functions

f j(τ,R), j = 1, 2 are angular momentum n j, |n j| ≥ 2 functions admitting representations

f j(τ,R) =

∫ ∞

0

φn j
(R, ξ) · x j(τ, ξ) · ρn j

(ξ) dξ, j = 1, 2,

where the distorted Fourier transforms x j, j = 1, 2 each can be written as x j = y j + z j with y j admissibly

singular (at angular momentum n j) and z j ∈ S
~ j

0
. Then we have (with µ = 2N ranging over dyadic numbers)


∑

1<µ

P<µ f1 · Pµ f2

 |R<ντ = g(τ,R),

where g admits an angular momentum n3 representation

g(τ,R) =

∫ ∞

0

φn3
(R, ξ)x3(τ, ξ)ρn3

(ξ) dξ,

where x3 = y3 + ỹ3 + z3, and where y3 is admissibly singular of principal ingoing type, ỹ3 is of prototypical

singular type with vanishing principal part, and z3 ∈ S ~
0
.
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Proof. �

7.6. Spaces for the source terms in the nonlinearity. In analogy to the ‘good spaces’ S ~
1

which are used

to bound the smooth source terms, we shall introduce admissibly singular source terms, mimicking Defini-

tion 7.8:

Definition 7.24. Let F(τ,R) be an angular momentum n, |n| ≥ 2 function. Then we say that F is an admissi-

bly singular source term, provided its distorted Fourier transform y(τ, ξ) (at angular momentum n) has the

property that

τ · ξ− 1
2 · y(τ, ξ)

is admissibly singular in the sense of Definition 7.8, except all conditions involving ∂τ are suppressed, and

we have the slightly stronger bound (for τ · ξ− 1
2 · y)∣∣∣∣a(±)

k,i
(τ, σ)

∣∣∣∣ .
(
log τ

)N1−i
τ−1−ν−δ · σ−3, 0 ≤ k1 ≤ 6

for some δ > 0, and in all subsequent estimates in Definition 7.8 there is either an extra gain τ−δ or an extra

factor κ
(
~
λ(σ)
λ(τ)

ξ
1
2

)
, i. e. in the latter case

∣∣∣∣ξk2∂
k2

ξ
F

(±)

l,k,i
(τ, σ, ξ)

∣∣∣∣ . κ
(
~
λ(σ)

λ(τ)
ξ

1
2

)
· (log τ

)N1−i
τ−1−ν · σ−1 ·

[
σ−2 + κ(~ξ

1
2 )

]
, 0 ≤ k2 ≤ 5,

In particular, we have natural concepts of principally ingoing singular part and principal singular part

of restricted type, for the admissibly singular source terms as well. Writing

y(τ, ξ) = τ−1ξ
1
2 · z(τ, ξ)

with z(τ, ξ) admissibly singular in the sense of Definition 7.8, if the principal ingoing part of z vanishes and

the sums
∑

l . . . occurring in the connecting incoming and outgoing parts are restricted to l ≥ l1 ≥ 1, we say

that y is an admissibly singular source term of level l1.

7.7. Null-form estimates near the light cone; only angular momenta |n| ≥ 2 involved. We shall now

deal with the most delicate type of source term due to the derivatives it contains, which we cast here as a

trilinear expression

N0(φ1, φ2, φ3) := φ1 ·
[(
∂τ +

λτ

λ
R∂R

)
φ2 ·

(
∂τ +

λτ

λ
R∂R

)
φ3 − ∂Rφ2 · ∂Rφ3

]

As hinted at in the title of this subsection, we shall assume for now that all factors as well as the expression

itself will be at angular momentum |n| ≥ 2, i. e. we shall use Fourier representations with respect to such

angular momenta. This will simplify the presentation a bit, and the extension to general factors will be

rather routine. Our way to deal with this expression will be to take advantage of Fourier localizations, as

set up in the preceding subsection. We shall face one particular technical difficulty, which is intimately tied

to our functional setup, and which will require a bit of detour to handle. To understand it, let us write the

above term in terms of the ‘good’ derivative ∂τ +
λτ
λ

R∂R − ∂R as well as the ‘bad’ derivative ∂τ +
λτ
λ

R∂R + ∂R:

N0(φ1, φ2, φ3) = φ1 ·
(
∂τ +

λτ

λ
R∂R − ∂R

)
φ2 ·

(
∂τ +

λτ

λ
R∂R + ∂R

)
φ3

+ φ1 ·
(
∂τ +

λτ

λ
R∂R + ∂R

)
φ2 ·

(
∂τ +

λτ

λ
R∂R − ∂R

)
φ3
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Then the strategy is to show that if the factors have Fourier transform which is either admissibly singular

or in S ~
0
(with ~ in accordance with their angular momentum), then the source term, upon application of the

wave parametrix, leads again to such terms. This works for the most of the terms, except in the situation

where a ‘bad’ derivative hits a singular term (i. e. with Fourier transform admissibly singular), while the

‘good’ derivative hits a term in S ~
0
. The problem is that these terms are still too rough to lead to a term

in S ~
1
, but they also lack the precise fine structure that characterizes our admissibly singular terms(or more

precisely, their distorted Fourier transform).

The trick to deal with this problem is to ‘prepare’ the wave equation we are trying to solve a bit, by modifying

unknown variable (for us ε±(n)) by subtracting a suitable correction term(whose distorted Fourier transform

happens to be a linear combination of an admissibly singular and a S
(~)

0
-term) from it which modifies the

equation in such a way that the ‘troublesome’ terms disappear, up to other troublesome terms of similar

structure but which are smaller. Then the same method can be re-iterated to the remaining trouble some

terms, until they eventually disappear. What makes this method work is the very special structure of the N0

null-structure. To begin with, we ’micro-localize’ the expression as follows:

N0(φ1, φ2, φ3) =
∑

λ2,λ3

N0

(
P<min{λ2,λ3}φ1, Pλ2

φ2, Pλ3
φ3

)

+
∑

λ2,λ3

N0

(
P≥min{λ2,λ3}φ1, Pλ2

φ2, Pλ3
φ3

)

=: N01(φ1, φ2, φ3) +N02(φ1, φ2, φ3).

(7.16)

Of these it turns out that the second term N02(φ1, φ2, φ3) is of the ‘good kind’, as exemplified by the follow-

ing

Proposition 7.25. Let |n j| ≥ 2, j = 1, 2, 3, and assume that {m2,m1} satisfy |m j| ≥ 2 and the triples

{m2,m1, n1}, {m1, n2, n3} satisfy the conditions in of Prop. 6.14 (instead of {n3, n1, n2} there). Then the func-

tion

χR&τN02(φ1, φ2, φ3)|R<ντ = g(τ,R)|R<ντ
where g(τ,R) admits a angular momentum m2 distorted Fourier representation

g(τ,R) =

∫ ∞

0

φm2
(R, ξ)y(τ, ξ)ρm2

(ξ) dξ,

where y = y1 + y2 and y1 is an admissibly singular source term at angular momentum m2, while y2 ∈ S
~2

1
,

~2 =
1

m2+1
.

Proof. For simplicity of notation, we shall indicate frequency localizations by subscripts, thus Pλφ = φλ
etc. Expand the term out as

N02(φ1, φ2, φ3) =
∑

λ3<λ2

φ1,≥λ3
·
(
∂τ +

λτ

λ
R∂R − ∂R

)
φ2,λ2

·
(
∂τ +

λτ

λ
R∂R + ∂R

)
φ3,λ3

+
∑

λ3<λ2

φ1,≥λ3
·
(
∂τ +

λτ

λ
R∂R + ∂R

)
φ2,λ2

·
(
∂τ +

λτ

λ
R∂R − ∂R

)
φ3,λ3

+
∑

λ3≥λ2

φ1,≥λ2
·
(
∂τ +

λτ

λ
R∂R − ∂R

)
φ2,λ2

·
(
∂τ +

λτ

λ
R∂R + ∂R

)
φ3,λ3



A STABILITY THEORY BEYOND THE CO-ROTATIONAL SETTING FOR CRITICAL WAVE MAPS BLOW UP 271

+
∑

λ3≥λ2

φ1,≥λ2
·
(
∂τ +

λτ

λ
R∂R + ∂R

)
φ2,λ2

·
(
∂τ +

λτ

λ
R∂R − ∂R

)
φ3,λ3

.

By symmetry it suffices to treat the first two terms on the right. Call them N02a,N02b respectively.

The contribution of N02a. Observe that the ‘bad’ derivative falls on the low frequency term φ3,λ3
. We

shall derive the desired assertion by means of twofold application of suitable bilinear estimates. To begin

with, we need a modification of the pure S ~
j
-based bilinear estimate Prop. 6.18:

Lemma 7.26. Assume that φ j, j = 1, 2 are angular momentum n j, |n j| ≥ 2 functions, with φ1 ∈ S̃
(~1)

0
, φ2 ∈

S̃
(~2)

1
. Let {m, n1, n2}, |m| ≥ 2, be an admissible triple of angular momenta.Then

χR<ντ

∑

λ>0

P≥λφ1 · Pλφ2 ∈ 〈ξ〉−
1
2 S ~1, ~ =

1

m + 1

where the sum is over dyadic frequencies, and we have the bound∥∥∥∥∥∥∥∥

〈
φm(R, ξ), χR<ντ

∑

λ>0

P≥λφ1 · Pλφ2

〉

L2
R dR

∥∥∥∥∥∥∥∥
〈ξ〉−

1
2 S ~

1

. τ ·max{~1, ~2}−2 · ‖φ1‖S̃ (~1)

0

· ‖φ2‖S̃ (~2)

0

.

The proof is analogous to the one of Prop. 6.18.

We now state the first main ingredient in the proof of the proposition:

Lemma 7.27. Let φ1, φ3 be angular momentum n j, j = 1, 3 functions (with |n j| ≥ 2) and with the property

that their angular momentum n j distorted Fourier transforms y j(τ, ξ) can be split into

y j(τ, ξ) = ỹ j(τ, ξ) + ˜̃
y j(τ, ξ),

where ỹ j(τ, ξ) ∈ S
~ j

0
, Dτỹ j(τ, ξ) ∈ S

~ j

1
, and further

˜̃
y j is admissibly singular. Then we can write

χR&τφ1,≥λ3
·
(
∂τ +

λτ

λ
R∂R + ∂R

)
φ3,λ3
|R<ντ = g(τ,R)|R<ντ

where, if {m, n1, n3} with |m| ≥ 2 is an admissible angular momentum triple in the sense of Prop. 6.14, we

have an angular momentum m Fourier representation of g(τ,R)

g(τ,R) =

∫ ∞

0

φm(R, ξ)z(τ, ξ)ρm(ξ) dξ, ~ =
1

m + 1

where z is the sum of a function in z1 ∈ 〈ξ〉−
1
4
− S ~

1
and a function z2 which is admissibly singular at angular

momentum m and level l1 ≥ 1.

Proof. (lemma) We distinguish between different situations, depending on the nature of the factors.

(I): both factors of type ỹ j. Here we write
(
∂τ +

λτ

λ
R∂R + ∂R

)
f (τ,R) =

(
∂τ +

λτ

λ
R∂R

)
f + ∂R f .
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Then the desired conclusion follows from Prop. 6.18, where the complications concerning the spatial origin

R = 0 are avoided here since we localize things away from the origin.

(II): first factor of type
˜̃
y1, second factor of type ỹ3. We may reduce the first factor to χντ−R<min{~1,~3}φ1,≥λ3

,

~1 =
1
|n1 |+1

, since else the assertion follows from the preceding case. Also, again using the preceding

case and Lemma 7.10, we may assume that φ1,≥λ3
is like the middle term f2 in that lemma. We write

∂τ +
λτ
λ

R∂R + ∂R = D+τ , and decompose

D+τ φ3,λ3
=

[
D+τ φ3,λ3

− P3

(
D+τφ3,λ3

)]
+ P3

(
D+τ φ3,λ3

)
,

where P3

(
D+τ φ3,λ3

)
denotes the third order Taylor polynomial of D+τφ3,λ3

centered at R = ντ. Then we claim

that

χντ−R<min{~1,~3}φ1,≥λ3
· P3

(
D+τφ3,λ3

) |R<ντ
coincides with the restriction there of an admissibly singular source term of level l1 ≥ 2 up to a function in

S̃
(~)

1
, ~ = 1

|m|+1
. To see this, assume, say, that ~3 ≪ ~1. Then write

P3

(
D+τφ3,λ3

)
=

3∑

j=0

1

j!

(
D+τφ3,λ3

)( j)
(τ, ντ)(ντ − R) j,

where we have the coefficient bounds
∣∣∣(D+τφ3,λ3

)( j)
(τ, ντ)

∣∣∣ . τ~−
3
2
− j

3
·
∥∥∥D+τφ3,λ3

∥∥∥
S̃

(~3)

1

Further, expand

χντ−R<min{~1,~3}φ1,≥λ3
= χ|ντ−R|.~3

8∑

l=1

N∑

k=1

N1∑

i=0

Gk,l,i(τ, ντ − R)

τ
1
2

~
− l+1

2

1
[ντ − R]

l
2
+kν (log(ντ − R)

)i

Then the desired conclusion follows by multiplying the preceding expressions, reformulating things in the

form of f2 in Lemma 7.10 with respect to angular momentum n3, and using Lemma 7.7. Observe that

the resulting function is actually admissibly regular source of level l1 ≥ 2 (since it is one derivative more

regular than a minimal regularity source), and this information lets us gain another power ~3 to counteract

the loss of ~
− 3

2

3
to bound the coefficients of the Taylor polynomial. The situation ~3 & ~1 is handled similarly.

Next, consider the product

χντ−R<min{~1,~3}φ1,≥λ3
· [D+τ φ3,λ3

− P3

(
D+τφ3,λ3

)]
.

We claim that this is in S̃
(~)

1
. For this let us again assume that ~3 ≪ ~1, say, which implies the ‘output

angular momentum’ ~ ≃ ~3. Then split the expression into a low and a high-frequency part:

χντ−R<min{~1 ,~3}φ1,≥λ3
· [D+τφ3,λ3

− P3

(
D+τ φ3,λ3

)]

= P<λ3

(
χντ−R<min{~1,~3}φ1,≥λ3

· [D+τ φ3,λ3
− P3

(
D+τφ3,λ3

)])

+ P≥λ3

(
χντ−R<min{~1 ,~3}φ1,≥λ3

· [D+τ φ3,λ3
− P3

(
D+τ φ3,λ3

)])

=: A + B.

To bound A, use
∥∥∥P<λ3

(
χντ−R<min{~1,~3}φ1,≥λ3

· [D+τφ3,λ3
− P3

(
D+τφ3,λ3

)])∥∥∥
S̃

(~)

1
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. ~ ·


∑

µ<λ3

(
~

2µ
)1−δ ·

〈
~

2µ
〉3+2δ ·

∥∥∥χντ−R<min{~1,~3}φ1,≥λ3
· D+τφ3,λ3

∥∥∥2

L2
R dR



1
2

+ ~ ·


∑

µ<λ3

(
~

2µ
)1−δ ·

〈
~

2µ
〉3+2δ ·

∥∥∥χντ−R<min{~1,~3}φ1,≥λ3
· P3

(
D+τφ3,λ3

)∥∥∥2

L2
R dR



1
2

where µ ranges over dyadic scales. To bound the first term on the right, use the bound

∥∥∥D+τ φ3,λ3

∥∥∥
L2

R dR

. ~
−1
3

(
~

2
3λ3

)− 1
2
+ δ

2
〈
~

2
3λ3

〉− 3
2
−δ ·

∥∥∥D+τ φ3,λ3

∥∥∥
S̃

(~3)

1

.

Further using the bound ∥∥∥χντ−R<min{~1,~3}φ1,≥λ3

∥∥∥
L∞

R dR

. λ
− 1

4

3
· τ− 3

2
−ν(log τ)C

and taking advantage of Hölder’s inequality, we bound the first sum by

~ ·


∑

µ<λ3

(
~

2µ
)1−δ ·

〈
~

2µ
〉3+2δ ·

∥∥∥χντ−R<min{~1,~3}φ1,≥λ3
· D+τ φ3,λ3

∥∥∥2

L2
R dR



1
2

. λ
− 1

4

3
· τ− 3

2
−ν(log τ)C ·

∥∥∥D+τφ3,λ3

∥∥∥
S̃

(~3)

1

,

where we have also taken advantage of the fact that ~ ≃ ~3.

For the other square sum above involving the Taylor polynomial, we use the fact that the function φ1,≥λ3

decays rapidly beyond scale λ
− 1

2

3
in ντ− R, as follows by straightforward integration by parts. Thus we may

for all intents and purposes restrict to the region ντ − R . λ
− 1

2

3
, and there we have the bound

∥∥∥∥∥∥χντ−R<λ
− 1

2
3

P3

(
D+τφ3,λ3

)
∥∥∥∥∥∥

L2
R dR

.

3∑

j=0

∥∥∥∥∥∥χντ−R<λ
− 1

2
3

(
D+τφ3,λ3

)( j)
(τ, ντ) · (ντ − R) j

∥∥∥∥∥∥
L2

R dR

. λ
− 1

4

3
·

3∑

j=0

τ
1
2

∣∣∣∣
(
D+τ φ3,λ3

)( j)
(τ, ντ)

∣∣∣∣ · λ
− j

2

3

.


3∑

j=0

λ
j

2

3
· λ−

j

2

3

 · ~
−1
3

(
~

2
3λ3

)− 1
2
+ δ

2
〈
~

2
3λ3

〉− 3
2
−δ ·

∥∥∥D+τφ3,λ3

∥∥∥
S̃

(~3)

1

.

Here we have taken into account the factors R−
1
2 ξ

1
4 from the Fourier basis.

Combining with the L∞-bound for χντ−R<min{~1,~3}φ1,≥λ3
from before, we infer the bound for the second

square sum

~ ·


∑

µ<λ3

(
~

2µ
)1−δ ·

〈
~

2µ
〉3+2δ ·

∥∥∥χντ−R<min{~1,~3}φ1,≥λ3
· P3

(
D+τ φ3,λ3

)∥∥∥2

L2
R dR



1
2

. λ
− 1

4

3
· τ− 3

2
−ν(log τ)C ·

∥∥∥D+τ φ3,λ3

∥∥∥
S̃

(~3)

1

.



274 JOACHIM KRIEGER, SHUANG MIAO, AND WILHELM SCHLAG

This concludes the bound for A.

To get the desired bound for B, split it into

P≥λ3

(
χντ−R<min{~1,~3}φ1,≥λ3

· [D+τφ3,λ3
− P3

(
D+τφ3,λ3

)])

=
∑

µ≥λ3

Pµ
(
χντ−R<min{~1,~3}φ1,[λ3 ,µ] ·

[
D+τ φ3,λ3

− P3

(
D+τφ3,λ3

)])

+
∑

µ≥λ3

Pµ
(
χντ−R<min{~1,~3}φ1,≥µ ·

[
D+τφ3,λ3

− P3

(
D+τφ3,λ3

)])

=: B1 + B2.

(7.17)

To handle the term B1 we perform integration by parts after a further subdivision to shift derivatives (inherent

in the definition of the norm) from the outside to the inner lower frequency factors, as in the proof of

Prop. 6.14. Specifically, write

F (B1)(ξ)

=
∑

~−2≥µ≥λ3

χξ≃µ
〈
φm(R, ξ),

(
χντ−R<min{~1,~3}φ1,[λ3,µ] ·

[
D+τφ3,λ3

− P3

(
D+τφ3,λ3

)])〉
L2

R dR

+
∑

µ≥max{λ3,~−2}
ξ−3χξ≃µ

〈
φm(R, ξ),H3

m

(
χντ−R<min{~1,~3}φ1,[λ3,µ] ·

[
D+τφ3,λ3

− P3

(
D+τ φ3,λ3

)])〉
L2

R dR

The first term on the right is estimated by using a point wise bound on the inner product and using Holder’s

inequality to bound the S ~
1
-norm of the output. In fact, note that we have

∥∥∥∥∥∥∥∥

∑

~−2≥µ≥λ3

χξ≃µ
〈
φm(R, ξ),

(
χντ−R<min{~1,~3}φ1,[λ3,µ] ·

[
D+τφ3,λ3

− P3

(
D+τ φ3,λ3

)])〉
L2

R dR

∥∥∥∥∥∥∥∥
S ~

1

.

∑

~−2≥µ≥λ3

~ ·
(
~

2µ
) 1

2
− δ

2 · µ 1
2 ·

∥∥∥∥〈φm(R, ξ),
(
χντ−R<min{~1,~3}φ1,[λ3 ,µ] ·

[
D+τ φ3,λ3

− P3

(
D+τφ3,λ3

)])〉L2
R dR

∥∥∥∥
L∞

dξ

.

Then we schematically5 estimate for R ≃ τ
∣∣∣D+τφ3,λ3

(τ,R)
∣∣∣ =

∣∣∣∣∣
∫ ∞

0

F (
D+τφ3,λ3

)
(ξ) · φn3

(R, ξ) · ρn3
(ξ) dξ

∣∣∣∣∣

.

∫ ∞

0

∣∣∣F (
D+τφ3,λ3

)
(ξ)

∣∣∣ · 1

ξ
1
4 τ

1
2

·min{τξ 1
2 ~3, 1} dξ

. ~

1
2

3
· ~−2

3

∥∥∥F (
D+τφ3,λ3

)∥∥∥
S
~3
1

,

In fact the second line on the RHS above can be written as

~
1
2

3

∫ ∞

0

∣∣∣F (
D+τφ3,λ3

)
(ξ)

∣∣∣ · 1

~
1
2

3
ξ

1
4 τ

1
2

·min{τξ 1
2 ~3, 1} dξ

5We omit the now routine details required to handle the turning point
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.~
1
2

3
· ~−2+δ

3

∫ ∞

0

ξ−1+ δ
2 · ξ 1

2 ·
(
~

2
3ξ

)1− δ
2 · ξ− 1

2

∣∣∣F (
D+τφ3,λ3

)
(ξ)

∣∣∣ dξ.

Then the desired estimate follows using Hölder inequality and the fact ξ ≤ ~−2
2

, which kills the extra power

~
δ
3

upon integrating in ξ.

as well as

∣∣∣χντ−R<min{~1,~3}P3

(
D+τφ3,λ3

)∣∣∣ . ~
1
2

3
· ~−2

3

∥∥∥F (
D+τ φ3,λ3

)∥∥∥
S
~3
1

,

since the factors (ντ−R) j compensate for the frequency loss λ
j

2

3
from the coefficients in the Taylor polynomial

due to the restrictions ντ − R < min{~1, ~3} = ~3 and ~3 . λ
− 1

2

3
. Finally we can estimate (for R ≃ τ)

∥∥∥∥∥
〈
φm(R, ξ),

(
χντ−R<min{~1,~3}φ1,[λ3,µ] ·

[
D+τφ3,λ3

− P3

(
D+τφ3,λ3

)])〉
L2

R dR

∥∥∥∥∥
L∞

dξ

. τ~3 · ‖φm(R, ξ)‖L∞
R dR
·
∥∥∥χντ−R<min{~1,~3}φ1,[λ3,µ]

∥∥∥
L∞

R dR

·
∥∥∥D+τφ3,λ3

− P3

(
D+τ φ3,λ3

)∥∥∥
L∞

R dR

,

which in the regime where ντξ
1
2 ~ is away from the turning point (at output angular momentum m) can be

bounded by

τ~3 · ~
1
2 · τ− 3

2
−ν(log τ)C · ~−

3
2

3

∥∥∥F (
D+τ φ3,λ3

)∥∥∥
S
~3
1

. τ−
1
2
−ν(log τ)C ·

∥∥∥F (
D+τφ3,λ3

)∥∥∥
S
~3
1

,

where we have taken advantage of the assumption that ~ ≃ ~3. If ντξ
1
2 ~ is near the turning point, one a priori

only gains ~
1
3 for |φm(R, ξ)|, and an extra power ~

1
6 needs to be gained from the shortness of the ξ-integration

interval, in analogy to arguments in the proof of Prop. 6.7. In fact, recall from the proof for Proposition 6.7,

ξ is confined in an interval is length ≃ ~
2
3

(R~)2 . Then in using Hölder inequality to get the pointwise bound for

D+τφ3,λ3
, we encounter the following (IR being the interval where ξ lies in)

(∫

IR

ξ−1+δ dξ

) 1
2

. ~

1
3

3
· ~−δ3 ,

which together with the factor ~
1
3

3
· ~−2+δ

3
in front of the ξ-integral gives the desired extra factor ~

1
3

3
(more

then needed.

To conclude the estimate for B1, we still need to handle the case of large output frequencies µ ≥ max{~−2, λ3},
i. e. the sum

∑

µ≥max{λ3,~−2}
ξ−3χξ≃µ

〈
φm(R, ξ),H3

m

(
χντ−R<min{~1,~3}φ1,[λ3,µ] ·

[
D+τφ3,λ3

− P3

(
D+τφ3,λ3

)])〉
L2

R dR

Using the Leibniz rule, this can be written as linear combination of terms of the form

∑

µ≥max{λ3,~−2}
ξ−3χξ≃µ

〈
φm(R, ξ),

(
m2

R2

)l (
∂i

Rχντ−R<min{~1,~3}∂
j

R
φ1,[λ3,µ] · ∂k

R

[
D+τφ3,λ3

− P3

(
D+τφ3,λ3

)])〉

L2
R dR
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where 2l + i + j + k = 6. We consider the extreme cases 2l = 6, j = 6, k = 6, the other situations being

handled similarly.

2l = 6. Observe that∥∥∥∥∥∥∥∥

∑

µ≥max{λ3,~
−2}
ξ−3χξ≃µ 〈. . .〉L2

R dR

∥∥∥∥∥∥∥∥
S ~

1

≤
∑

µ≥max{λ3,~
−2}
~

7 ·
∥∥∥∥∥
(
ξ~2

)−1+ δ
2 〈. . .〉L2

R dR

∥∥∥∥∥
L2

dξ
(ξ≃µ)

Using Planhcerel’s theorem for the distorted Fourier transform at angular momentum m, we can then bound

~
7 ·

∥∥∥∥∥
(
ξ~2

)−1+ δ
2 〈. . .〉L2

R dR

∥∥∥∥∥
L2

dξ
(ξ≃µ)

. ~
7 ·

(
µ~2

)−1+ δ
2 ·

∥∥∥∥∥∥
m6

R6
χντ−R<min{~1,~3}φ1,[λ3,µ] ·

[
D+τφ3,λ3

− P3

(
D+τφ3,λ3

)]
∥∥∥∥∥∥

L2
R dR

,

and we bound the last term by using
∥∥∥χντ−R<min{~1,~3}D

+
τφ3,λ3

∥∥∥
L2

R dR

. τ
1
2 · ~−1

3

∥∥∥D+τφ3,λ3

∥∥∥
S̃

(~3)

1

,

∥∥∥χντ−R<min{~1,~3}P3

(
D+τφ3,λ3

)∥∥∥
L2

R dR

. τ
1
2 ~

1
2

3
· ~

1
2

3
· ~−2

3 ·
∥∥∥D+τφ3,λ3

∥∥∥
S̃

(~3)

1

,

where the second bound follows from Holder’s inequality and the estimates
∣∣∣∣
(
D+τφ3,λ3

)( j)
(τ, ντ)

∣∣∣∣ . ~
1
2

3
· ~−2− j

3
·
∥∥∥D+τφ3,λ3

∥∥∥
S̃

(~3)

1

, 0 ≤ j ≤ 3.

Combining the preceding estimates with

∥∥∥χντ−R<min{~1,~3}φ1,[λ3,µ]

∥∥∥
L∞

R dR

. λ
− 1

4

3
· τ− 1

2 · τ−1−ν(log τ)C ,

and further taking advantage of ~ ≃ ~3 by our assumption as well as m ≃ ~−1, we infer

~
7 ·

∥∥∥∥∥
(
ξ~2

)−1+ δ
2 〈. . .〉L2

R dR

∥∥∥∥∥
L2

dξ
(ξ≃µ)

. τ−
13
2
−ν(log τ)C ·

∥∥∥(D+τφ3,λ3

)∥∥∥
S
~3
1

,

where we exploit that R ≃ τ on the support of the expression. Note that in the case i = 6, which is formally

similar we only gain a factor τ−
1
2−ν(log τ)C .

j = 6. Here we exploit the fact that the factor D+τφ3,λ3
− P3

(
D+τ φ3,λ3

)
compensates for the singularity6 of

∂6
R
φ1,[λ3,µ]. Precisely, write

[
D+τφ3,λ3

− P3

(
D+τφ3,λ3

)]
(τ,R) = C (ντ − R)4 ·

∫ 1

0

(
D+τφ3,λ3

)(4)
(τ, ντ − s(ντ − R)) ds, (7.18)

where using Prop. 6.7 as well as Holder’s inequality and a simple change of variables we have
∣∣∣∣∣∣

∫ 1

0

(
D+τφ3,λ3

)(4)
(τ, ντ − s(ντ − R)) ds

∣∣∣∣∣∣ . ~
−5
3 ·

∥∥∥D+τ φ3,λ3

∥∥∥
S̃

(~3)

1

· (ντ − R)−
1
2 .

6Of course this function is actually C∞ due to the frequency cutoff but we need bounds which are uniform in µ
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(Note that here we used the fact ~
− 1

2

3
. (ντ−R)−

1
2 .) Furthermore using Lemma 7.10 we infer the bound ((by

re-arranging the powers on (ντ − R) and µ))
∣∣∣χντ−R<min{~1,~3}∂

6
Rφ1,[λ3,µ]

∣∣∣ . µ1−τ−
3
2
−ν(log τ)C · χντ−R<min{~1,~3} · (ντ − R)−

7
2
+ν−,

whence in total we get the bound
∥∥∥χντ−R<min{~1,~3}∂

6
Rφ1,[λ3,µ]

[
D+τφ3,λ3

− P3

(
D+τφ3,λ3

)]∥∥∥
L2

R dR

. ~
1
2
−5

3
· µ1−τ−1−ν(log τ)C ·

∥∥∥D+τφ3,λ3

∥∥∥
S̃

(~3)

1

.

Using Plancherel’s theorem for the distorted Fourier transform, we infer∥∥∥∥∥∥∥∥

∑

µ≥max{λ3,~
−2}
ξ−3χξ≃µ

〈
φm(R, ξ),

(
χντ−R<min{~1,~3}∂

6
Rφ1,[λ3,µ] ·

[
D+τ φ3,λ3

− P3

(
D+τ φ3,λ3

)])〉
L2

R dR

∥∥∥∥∥∥∥∥
S ~

1

.

∑

µ≥max{λ3,~−2}
~

5+ δ
2µ−(1−) ·

∥∥∥χντ−R<min{~1,~3}∂
6
Rφ1,[λ3,µ] ·

[
D+τφ3,λ3

− P3

(
D+τ φ3,λ3

)]∥∥∥
L2

R dR

.

∑

µ≥max{λ3,~−2}
µ−(0+) · τ−1−ν(log τ)C ·

∥∥∥D+τφ3,λ3

∥∥∥
S̃

(~3)

1

.

k = 6. Here use the estimate
∥∥∥∂6

R

[
D+τφ3,λ3

− P3

(
D+τφ3,λ3

)]∥∥∥
L2

R dR

. ~
−5−δ
3 · λ1− δ

2

3
·
∥∥∥D+τφ3,λ3

∥∥∥
S̃

(~3)

1

.

Then using the simple point wise bound
∥∥∥χντ−R<min{~1,~3}φ1,[λ3 ,µ]

∥∥∥
L∞

R dR

. τ−
3
2
−ν(log τ)C ,

we obtain by using the Plancherel’s theorem for the distorted Fourier transform∥∥∥∥∥∥∥∥

∑

µ≥max{λ3,~−2}
ξ−3χξ≃µ〈φm(R, ξ),

(
χντ−R<min{~1,~3}φ1,[λ3,µ] · ∂6

R

[
D+τ φ3,λ3

− P3

(
D+τ φ3,λ3

)])〉L2
R dR

∥∥∥∥∥∥∥∥
S ~

1

.

∑

µ≥max{λ3,~−2}
~

5+δµ−(1− δ
2

) ·
∥∥∥χντ−R<min{~1,~3}φ1,[λ3,µ]

∥∥∥
L∞

R dR

·
∥∥∥∂6

R

[
D+τφ3,λ3

− P3

(
D+τφ3,λ3

)]∥∥∥
L2

R dR

. τ−
3
2
−ν(log τ)C ·

∥∥∥D+τφ3,λ3

∥∥∥
S̃

(~3)

1

,

again exploiting that ~ ≃ ~3.

This concludes the bound for the term B1, recalling (7.17).

We next turn to the term B2 there, where we have to take advantage of the large frequency in the singular

term. Precisely, we use that φ1,≥µ decays rapidly beyond scale µ−
1
2 with respect to ντ − R. If we then again

invoke (7.18), we find the bound
∥∥∥χντ−R<min{~1,~3}φ1,≥µ ·

[
D+τφ3,λ3

− P3

(
D+τφ3,λ3

)]∥∥∥
L2

R dR

. ~
−5−δ
3 µ−2− δ

2
− 1

4 · τ−1−ν(log τ)C ·
∥∥∥D+τφ3,λ3

∥∥∥
S̃

(~3)

1

.

Here following the proof for Lemma 7.10, we integrate by parts to gain the decay in µ−1. In the meantime

we also see powers in (ντ − R)−1. We can have up to (ντ − R)−4, to be compensated by the power (ντ − R)4
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from the expression for D+τφ3,λ3
− P3

(
D+τφ3,λ3

)
.

Then using the Plancherel’s theorem for the distorted Fourier transform, and the fact that by assumption

~ ≃ ~3, we get
∥∥∥∥∥∥∥∥

∑

µ≥λ3

Pµ
(
χντ−R<min{~1,~3}φ1,≥µ ·

[
D+τ φ3,λ3

− P3

(
D+τφ3,λ3

)])
∥∥∥∥∥∥∥∥

S̃
(~)

1

.

∑

µ≥λ3

µ−
1
4 · τ−1−ν(log τ)C ·

∥∥∥D+τφ3,λ3

∥∥∥
S̃

(~3)

1

. λ
− 1

4

3
· τ−1−ν(log τ)C ·

∥∥∥D+τφ3,λ3

∥∥∥
S̃

(~3)

1

.

This completes the estimate for B and thereby finally for case (II) under the assumption ~3 ≪ ~1. The

remaining cases ~3 ≃ ~1, ~3 ≫ ~1 are handled analogously.

(III): first factor of type ỹ1, second factor of type
˜̃
y3. It is in this case where the particular paraproduct

structure of the expression in the lemma becomes important. Write

χR&τφ1,≥λ3
·
(
∂τ +

λτ

λ
R∂R + ∂R

)
φ3,λ3

= χR&τφ1,≥λ3
(τ, ντ) ·

(
∂τ +

λτ

λ
R∂R + ∂R

)
φ3,λ3

+ χR&τ

[
φ1,≥λ3

(τ,R) − φ1,≥λ3
(τ, ντ)

] ·
(
∂τ +

λτ

λ
R∂R + ∂R

)
φ3,λ3

,

where in light of Lemma 7.10 we may assume that φ3,λ3
admits the expansion of the middle term in that

lemma. Then for the first term on the right, we argue exactly as in the proof of Prop. 7.23, to conclude that

it is an admissibly singular source term of level l1 ≥ 1. The second term on the right is again in S̃
(~)

1
by

essentially the same argument as the one used at the end in the preceding case.

(IV): Both factors of type ˜̃y j, i. e. admissibly singular. This is handled by using Lemma 7.17, Lemma 7.10,

and translating things back to the Fourier side via Lemma 7.7. It makes sense that if both factors are of sin-

gular type, then it is straightforward to see that their product is of a smoother singular type.

This concludes the proof of the lemma. �

In order to complete the proof of the proposition as far as the contribution of the term N02a is concerned,

we need one more bilinear lemma

Lemma 7.28. Let F(τ,R) be an angular momentum {m, n1, n2} be an admissible triple of momenta all of

absolute value ≥ 2, and assume that F = F1 +F2 is an angular momentum n1 function which can be written

as the sum of an angular momentum n1 function F1 ∈ S̃
(~1)

1
, while F2 is an angular momentum n1 admissibly

singular source function of level l1 ≥ 1. Then if φ2 is an angular momentum n2 function as in Prop. 7.25,
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then (
∂τ +

λτ

λ
R∂R − ∂R

)
φ2,λ2

· F|R<ντ = g(τ,R)|R<ντ,

where (with ~ = 1
1+m

)

g(τ,R) =

∫ ∞

0

φm(R, ξ) · z(τ, ξ)ρm(ξ) dξ

with z = z1 + z2 and z1 an admissibly singular source term at level l1 ≥ 1, while z2 ∈ S ~
1
.

Proof. (lemma) This follows again by distinguishing between different cases, as in the proof of the preceding

lemma. Note that the ‘good derivative’ ∂τ +
λτ
λ

R∂R − ∂R sends admissibly singular functions into functions

of the same regularity, albeit at the loss of regularity of some of the coefficient functions in the definition

of admissibly singular functions. For this recall the proof of Lemma 7.17. The details are rather similar to

the ones in the preceding proof. Note that if φ2 is admissibly singular and F ∈ S̃
(~1)

1
and ~2 ≪ ~1, then

since
(
∂τ +

λτ
λ

R∂R − ∂R

)
φ2 will be of essentially the same regularity, we can absorb the ~

− 3
2

2
-loss coming

from controlling F since we are allowed to lose a factor ~−1
2

and we can absorb another factor ~−1
2

since the

resulting expression will be of level l1 ≥ 2. �

Combining the preceding two lemmas and summing over λ3 < λ2 completes the proof for the contri-

bution of N02a. Observe that a conclusion of the preceding considerations is that N02a is above minimal

regularity (as expressed by the statement concerning the level l1 ≥ 1).

The contribution ofN02b. This is handled in the same manner, breaking things into a number of sub-steps.

To begin with, we re-arrange the terms as follows:
∑

λ3<λ2

φ1,≥λ3
·
(
∂τ +

λτ

λ
R∂R + ∂R

)
φ2,λ2

·
(
∂τ +

λτ

λ
R∂R − ∂R

)
φ3,λ3

=

(
∂τ +

λτ

λ
R∂R + ∂R

)
φ2 ·


∑

λ3

φ1,≥λ3
·
(
∂τ +

λτ

λ
R∂R − ∂R

)
φ3,λ3



−
∑

λ3≥λ2

φ1,≥λ3
·
(
∂τ +

λτ

λ
R∂R + ∂R

)
φ2,λ2

·
(
∂τ +

λτ

λ
R∂R − ∂R

)
φ3,λ3

(7.19)

Here the second term on the right will again have better than minimum regularity (it will be seen to be

at least admissibly singular source of level l1 ≥ 1), while the first term on the right may be of minimal

regularity. First, we need the following lemma analogous to Lemma 7.27:

Lemma 7.29. Let φ1, φ3 be angular momentum n j, j = 1, 3 functions (with |n j| ≥ 2) and with the property

that their angular momentum n j distorted Fourier transforms y j(τ, ξ) can be split into

y j(τ, ξ) = ỹ j(τ, ξ) + ˜̃
y j(τ, ξ),

where ỹ j(τ, ξ) ∈ S
~ j

0
, Dτỹ j(τ, ξ) ∈ S

~ j

1
, and further

˜̃
y j is admissibly singular. Then we can write

χR&τφ1,≥λ3
·
(
∂τ +

λτ

λ
R∂R − ∂R

)
φ3,λ3
|R<ντ = g(τ,R)|R<ντ
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where, if {m, n1, n3} with |m| ≥ 2 is an admissible angular momentum triple in the sense of Prop. 6.14, we

have an angular momentum m Fourier representation of g(τ,R)

g(τ,R) =

∫ ∞

0

φm(R, ξ)z(τ, ξ)ρm(ξ) dξ, ~ =
1

m + 1

where z is the sum of a function in z1 ∈ 〈ξ〉−
1
4
− S ~

1
and a function z2 which is source admissibly singular at

angular momentum m at level l1 ≥ 2.

The proof of this proceeds in analogy to the one of Lemma 7.27 and we omit it here.

To use the preceding lemma, the following refined L∞-type estimate shall be useful:

Lemma 7.30. Assume that f (R) is an angular momentum n, |n| ≥ 2 function represented by

f (R) =

∫ ∞

0

φn(R, ξ) · x(ξ) · ρn(ξ) dξ.

Then we have the point wise bound (with ~ = 1
n+1

)

| f (R)| . ~−1τ
1
2 · ‖x‖

〈ξ〉−
1
4
−

S ~
1

, R . τ.

Proof. (outline) We first recall that away from the turning point we have the bound |φn(R, ξ)| . ~ 1
2 . Write

∫ ∞

0

φn(R, ξ) · x(ξ) · ρn(ξ) dξ =

∫ ∞

0

χ
Rξ

1
2 ~≪1

φn(R, ξ) · x(ξ) · ρn(ξ) dξ

+

∫ ∞

0

χ
Rξ

1
2 ~&1

φn(R, ξ) · x(ξ) · ρn(ξ) dξ.

Then we can bound the first integral on the right by
∣∣∣∣∣
∫ ∞

0

χ
Rξ

1
2 ~≪1

φn(R, ξ) · x(ξ) · ρn(ξ) dξ

∣∣∣∣∣ .
∫ 1

0

χ
Rξ

1
2 ~≪1

|φn(R, ξ)| |x(ξ)| dξ

+

∫ ∞

1

χ
Rξ

1
2 ~≪1

|φn(R, ξ)| |x(ξ)| dξ

. c~
−1

∥∥∥∥ξ
1
2
− δ

2 x(ξ)
∥∥∥∥

L2
dξ

(ξ<1)
+ c~

−1
∥∥∥∥ξ

1
2
+ δ

2 x(ξ)
∥∥∥∥

L2
dξ

(ξ≥1)

for some positive c < 1, and the last two terms are easily seen to be bounded by ≪ ‖x‖S ~
1
, which is better

than what is needed. To control ∫ ∞

0

χ
Rξ

1
2 ~&1

φn(R, ξ) · x(ξ) · ρn(ξ) dξ,

use that τξ
1
2 ~ & Rξ

1
2 ~ & 1, whence

(
ξ

1
2 ~

)− 1
2
. τ

1
2 , and so away from the turning point Rξ

1
2 ~ = xt(~), which

we excise by the cutoff χ1(ξ,R), we find by means of the Cauchy Schwarz inequality
∣∣∣∣∣
∫ ∞

0

χ1(ξ,R)χ
Rξ

1
2 ~&1

φn(R, ξ) · x(ξ) · ρn(ξ) dξ

∣∣∣∣∣ . ~
1
2

∥∥∥∥∥χτξ 1
2 ~&1

ξ
1
2
− δ

2 x(ξ)

∥∥∥∥∥
L2

dξ
(ξ<1)
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+ ~
1
2
−δ

∥∥∥∥∥χτξ 1
2 ~&1

ξ
1
2
− δ

2 x(ξ)

∥∥∥∥∥
L2

dξ(~
−2≥ξ≥1)

+ ~
1
2
+δ

∥∥∥∥∥χτξ 1
2 ~&1

ξ
1
2
+ δ

2 x(ξ)

∥∥∥∥∥
L2

dξ(ξ≥~−2)

and furthermore we have

~
1
2

∥∥∥∥∥χτξ 1
2 ~&1

ξ
1
2
− δ

2 x(ξ)

∥∥∥∥∥
L2

dξ
(ξ<1)
. τ

1
2 ~

∥∥∥∥∥χτξ 1
2 ~&1

ξ
3
4
− δ

2 x(ξ)

∥∥∥∥∥
L2

dξ
(ξ<1)

. τ
1
2 ~
−1 · ‖x‖

〈ξ〉−
1
4
−

S ~
1

,

On the other hand for the large frequency contributions

~
1
2
−δ

∥∥∥∥∥χτξ 1
2 ~&1

ξ
1
2
− δ

2 x(ξ)

∥∥∥∥∥
L2

dξ(~
−2≥ξ≥1)

. τ
1
2 ~

1−δ
∥∥∥∥∥χτξ 1

2 ~&1
ξ

3
4
− δ

2 x(ξ)

∥∥∥∥∥
L2

dξ
(~−2≥ξ≥1)

. τ
1
2 ~
−1 · ‖x‖

〈ξ〉−
1
4 S ~

1

,

and similarly

~
1
2
+δ

∥∥∥∥∥χτξ 1
2 ~&1

ξ
1
2
+ δ

2 x(ξ)

∥∥∥∥∥
L2

dξ(ξ≥~−2)
. τ

1
2 ~

1+δ

∥∥∥∥∥χτξ 1
2 ~&1

ξ
3
4
+ δ

2 x(ξ)

∥∥∥∥∥
L2

dξ(ξ≥~−2)

. τ
1
2 ~
−1 · ‖x‖

〈ξ〉−
1
4 S ~

1

,

which is as desired. It remains to deal with the turning point, which follows by means of the usual refined

asymsptotics of φn(R, ξ) for x = Rξ
1
2 ~ near xt(α; ~). This again can be achieved using the fact that ξ lies in

an interval of length ≃ ~
2
3

(R~)2 . �

To finish the argument for the first of the terms on the right of (7.19), we need the following analogue of

Lemma 7.28:

Lemma 7.31. Let F(τ,R) be an angular momentum {m, n1, n2} be an admissible triple of momenta all of

absolute value ≥ 2, and assume that F = F1 +F2 is an angular momentum n1 function which can be written

as the sum of an angular momentum n1 function F1 with F1 ∈ 〈ξ〉−
1
4 S
~1

1
, while F2 is an angular momentum

n1 admissibly singular source function of level l1 ≥ 2. Then if φ2 is an angular momentum n2 function as in

Prop. 7.25, then (
∂τ +

λτ

λ
R∂R + ∂R

)
φ2 · F|R<ντ = g(τ,R)|R<ντ,

where (with ~ = 1
1+m

)

g(τ,R) =

∫ ∞

0

φm(R, ξ) · z(τ, ξ)ρm(ξ) dξ

with z = z1 + z2 and z1 an admissibly singular source term, while z2 ∈ S ~
1
.
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Proof. (sketch) This follows again by considering the various combinations of inputs allowed. The in-

teraction of two S
~ j

1
-functions being routine by now, we assume that φ2 is admissibly singular, and also

F1 ∈ 〈ξ〉−
1
4 S
~1

1
. Assuming n1 ≫ n2, say, whence ~ = 1

|m|+1
≃ ~1, we split

(
∂τ +

λτ

λ
R∂R + ∂R

)
φ2 · F = χντ−R&~1

(
∂τ +

λτ

λ
R∂R + ∂R

)
φ2 · F

+ χντ−R.~1

(
∂τ +

λτ

λ
R∂R + ∂R

)
φ2 · F

The first term is easy to handle since it is the product of two S
~ j

1
-functions. For the second term, we may

assume that χντ−R.~1

(
∂τ +

λτ
λ

R∂R + ∂R

)
φ2 is given in accordance with Lemma 7.17 for the ‘connecting

part’ of the singularity, while we have to invoke Lemma 7.18 to describe the contribution of the principal

incoming singular part. Now if φ2 is of principal ingoing singular type, we decompose

χντ−R.~1

(
∂τ +

λτ

λ
R∂R + ∂R

)
φ2 · F = χντ−R.~1

(
∂τ +

λτ

λ
R∂R + ∂R

)
φ2 · F(τ, ντ)

+ χντ−R.~1

(
∂τ +

λτ

λ
R∂R + ∂R

)
φ2 · [F(τ,R) − F(τ, ντ)]

Here the second term on the right is at least source admissibly singular at level l1 ≥ 2, and is handled as

in the proof of Lemma 7.27. Observe that the fact that if F ∈ 〈ξ〉− 1
4
− S
~1

1
implies that F(τ,R) − F(τ, ντ) =

O~1

(
(ντ − R)4+

)
, which suffices to then place the product into S̃ ~

1
by following the same argument as for

Lemma 7.27.

As for the first term on the right, in accordance with the conclusion of Lemma 7.18 we may assume (i. e.

this representation is valid on R < ντ)

(
∂τ +

λτ

λ
R∂R + ∂R

)
φ2(τ,R) =

∫ ∞

0

φn2
(R, ξ) · ξ 1

2 · x(τ, ξ)ρn2
(ξ) dξ +

∫ ∞

0

φn2
(R, ξ) · y(τ, ξ)ρ̃(~2)(ξ) dξ,

where x is principal singular in the sense of Definition 7.24, while y(τ, ξ) is admissibly singular (not in the

source sense!) or in S ~
0
. It follows that

χντ−R.~1

(
∂τ +

λτ

λ
R∂R + ∂R

)
φ2 · F(τ, ντ)

agrees on the inner light cone R < ντ with the function

F(τ, ντ) ·
∫ ∞

0

φn2
(R, ξ)ξ

1
2 · x(τ, ξ)ρn2

(ξ) dξ

up to errors either of connection singular source type or in S̃ ~
1
. The size control of the term follows by

invoking Lemma 7.30 with R = ντ. �

Combining Lemma 7.29, Lemma 7.31 easily implies the conclusion of the proposition for the first term

on the right in (7.19), while for the second term there, one easily checks that the microlocalization forces

it to be of at connecting admissibly singular source type of level l1 ≥ 1. This then completes the desired

conclusion for N02b, and hence the proposition. �
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Returning to (7.16), we have dealt with the second term on the right there, and now need a way to handle

the first term, which we write as
∑

λ2,λ3

N0

(
P<min{λ2,λ3}φ1, Pλ2

φ2, Pλ3
φ3

)
=

∑

λ2<λ3

N0

(
P<λ2

φ1, Pλ2
φ2, Pλ3

φ3

)

+
∑

λ2≥λ3

N0

(
P<λ3

φ1, Pλ2
φ2, Pλ3

φ3

)

Introduce the wave type operator

�
′
n :=

(
∂τ +

λτ

λ
R∂R

)2

− ∂2
R +

n2

R2
.

Then we can write the preceding terms in the following manner:

χR&τ

∑

λ2<λ3

N0

(
P<λ2

φ1, Pλ2
φ2, Pλ3

φ3

)
= �′n

χR&τ


∑

λ2<λ3

φ1,<λ2
φ2,λ2

φ3,λ3





+


3∑

k=1

n2
k

R2
− n2

R2

 χR&τ


∑

λ2<λ3

φ1,<λ2
φ2,λ2

φ3,λ3



− [
�
′
n, χR&τ

]

∑

λ2<λ3

φ1,<λ2
φ2,λ2

φ3,λ3



− χR&τ

∑

λ2<λ3

N0

(
φ3,λ3

φ1,<λ2
φ2,λ2

)

− χR&τ

∑

λ2<λ3

N0

(
φ2,λ2

φ1,<λ2
φ3,λ3

)

− χR&τ

∑

λ2<λ3

�
′
n1
φ1,<λ2

φ2,λ2
φ3,λ3

− χR&τ

∑

λ2<λ3

φ1,<λ2
�
′
n2
φ2,λ2

φ3,λ3

− χR&τ

∑

λ2<λ3

φ1,<λ2
φ2,λ2
�
′
n3
φ3,λ3

=:

8∑

j=1

E j

(7.20)

We shall then treat each of the terms E j separately. Some of these are good source terms and can be directly

bounded, others can only be dealt with under the assumption that φ j itself satisfy a wave equation (which

is automatically fulfilled in an iterative scheme), one term will require further transformation(E8), and one

term will be used to modify the wave equation(E1), thereby generating some additional but harmless source

terms.
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E1: Recall that the wave equation at angular momentum n, |n| ≥ 2, is given by

−
((
∂τ +

λτ

λ
R∂R

)2

+
λτ

λ

(
∂τ +

λτ

λ
R∂R

))
ε±(n) + H±n ε±(n) = F±(n), (7.21)

where

H±n = ∂
2
R +

1

R
∂R − fn(R) ± gn(R).

Call the wave operator on the left −�n. Then we write the first term E1 as

E1 = �n

χR&τ


∑

λ2<λ3

φ1,<λ2
φ2,λ2

φ3,λ3



 −
λτ

λ

(
∂τ +

λτ

λ
R∂R

) χR&τ


∑

λ2<λ3

φ1,<λ2
φ2,λ2

φ3,λ3





+

(
1

R
∂R − fn(R) ± gn(R) +

n2

R2

) χR&τ


∑

λ2<λ3

φ1,<λ2
φ2,λ2

φ3,λ3





=: �nψ + E11 + E12.

Here the first term on the right �nψ will be incorporated into the left-hand part of the wave equation (7.21),

while the remaining two terms are good source terms:

Lemma 7.32. Assume that φ j are angular momentum n j functions, |n j | ≥ 2, j = 1, 2, 3, each of which admits

a representation

φ j(τ,R) =

∫ ∞

0

φn j
(R, ξ) · x j(τ, ξ) · ρn j

(ξ) dξ, j = 1, 2, 3,

where the distorted Fourier transforms x j, j = 1, 2 each can be written as x j = y j + z j with y j admissibly

singular (at angular momentum n j) and z j ∈ S
~ j

0
,Dτz j ∈ S

~ j

1
. Then if m, |m| ≥ 2, is an admissible angular

momentum for the output of each of E11, E12, then each of E11, E12 satisfies

E1 j|R<ντ = g j(τ,R)|R<ντ,
where g j admits an angular momentum m distorted Fourier representation

g j(τ,R) =

∫ ∞

0

φn(R, ξ) · r(τ, ξ)ρn(ξ) dξ,

with r = r1 + r2 where r1 is source admissibly singular, while r2 ∈ S ~
1
.

Proof. Note that we avoid the key difficulty for the original null-form when the ‘good’ derivative hits a

S ~
0
-term while the ‘bad’ derivative hits a singular term, because we have only one derivative to begin with

here. The assertion for the term E11 then follows from the same considerations as in the proof of Prop. 7.25.

For the term E12 we need in particular estimate the term(since − fn(R) ± gn(R) + n2

R2 = O( n
R2 ))

n

R2
χR&τ ·


∑

λ2<λ3

φ1,<λ2
φ2,λ2

φ3,λ3

 ,

where n refers to the angular momentum of the expression. Here we have to be careful not to lose in n, which

we may assume in the most difficult case is the largest of all the angular momenta present, comparable to

only one of the angular momenta n j in the φ j. In case all factors are in S̃ ~
0

this follows by the arguments used
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to prove Prop. 6.10. In case that one of the factors is admissibly singular, and the expression is a singular

source term, we can absorb the outer weight n since the term is of level l1 ≥ 2. �

E2: Here we have to be more precise about the output angular momentum n, which we fix as n =
∑3

j=1 n j,

the value it takes in the iterative scheme. Then we have

3∑

k=1

n2
k

R2
− n2

R2
=

1

R2
· O

(
max{|n j|} ·max{{|n j|}\max{|n j|}}

)

and this shows that the contribution of E2 can be handled analogously to the one of E1.

E3: This term is essentially

1

R2
χR&τ ·


∑

λ2<λ3

φ1,<λ2
φ2,λ2

φ3,λ3

 ,

and hence a simpler variant of the preceding terms.

E j, j ∈ {6, 7}: These terms can be handled if we recall the equation satisfied by φ1, φ2, which will of

course contain the same kinds of null-forms. However, the paraproduct structure inherent in these terms

makes them better than the bare cubic null-form from before. To handle these terms, we (i) first have to

move the operators �′n j
past the localizations P<λ2

, Pλ2
, and then we (ii) have to invoke a paraproduct esti-

mate to bound them.

(i): Commuting the wave operator at angular momentum n, |n| ≥ 2, past localization operators. Here the

following lemma mostly resolves the issue:

Lemma 7.33. Let Pλ, P<λ, λ ≥ 1, be dyadic frequency localization operators acting on angular momentum

n, |n| ≥ 2 functions. Then if f (τ,R) is a function admitting the distorted Fourier representation

f (τ,R) =

∫ ∞

0

φn(R, ξ) · x(τ, ξ) · ρn(ξ) dξ,

with x = x1 + x2 where x1 ∈ S ~
0
, Dτx1 ∈ S ~

1
, and x2 admissibly singular of level l1 ≥ 1, then (recalling the

notation from above)

F
(
[�n, Pµ] f

)
= y1 + y2

where y1 ∈ S ~
1
, and y2 is source admissibly singular. The same conclusion applies if Pλ is replaced by P<λ.

Proof. Since H±n commutes with Pλ, it suffices to consider the temporal part of �n, which consists of the

operators (
∂τ +

λτ

λ
R∂R

)2

,
λτ

λ

(
∂τ +

λτ

λ
R∂R

)
.

Write [(
∂τ +

λτ

λ
R∂R

)2

, Pµ

]
=

(
∂τ +

λτ

λ
R∂R

) [(
∂τ +

λτ

λ
R∂R

)
, Pµ

]

+

[(
∂τ +

λτ

λ
R∂R

)
, Pµ

] (
∂τ +

λτ

λ
R∂R

)
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=

(
∂τ +

λτ

λ
R∂R

) [
λτ

λ
R∂R, Pµ

]
+

[
λτ

λ
R∂R, Pµ

] (
∂τ +

λτ

λ
R∂R

)

=

[
λτ

λ
R∂R,

[
λτ

λ
R∂R, Pµ

]]
+ 2

[
λτ

λ
R∂R, Pµ

] (
∂τ +

λτ

λ
R∂R

)

+

(
λτ

λ

)′ [
R∂R, Pµ

]

In order to proceed, we translate the commutator to the Fourier side:

F ◦
[
λτ

λ
R∂R, Pµ

]
=
λτ

λ

[
−2ξ∂ξ +K (0)

~
, χξ≃λ

]
◦ F = −2

λτ

λ
ξ∂ξ(χξ≃λ)F + λτ

λ

[
K (0)

~
, χξ≃λ

]
◦ F .

Here the operator [
K (0)

~
, χξ≃µ

]

is seen to have similar properties to K (0)

~
. In fact, the kernel of this commutator is given by
(
χη≃µ − χξ≃µ

)
F(ξ, η)ρn(η)

ξ − η ,

which behaves at least as good as the kernel of K (0)

~
. If we denote by

F ◦
[
λτ

λ
R∂R, Pµ

]
:= KC ,

then

F ◦
[
λτ

λ
R∂R,

[
λτ

λ
R∂R, Pλ

]]
=
λτ

λ

[
−2ξ∂ξ +K (0)

~
,KC

]
,

which can be handled similarly as the commutator
[
Dτ,K (0)

~

]
(see Proposition 6.6). It easily follows that if

x1 ∈ S ~
0

(or x1 ∈ S ~
1
) , then

F ◦
[(
∂τ +

λτ

λ
R∂R

)2

, Pλ

]
◦ F −1x1 ∈ S ~1.

The conclusion for

F ◦
[(
∂τ +

λτ

λ
R∂R

)2

, Pλ

]
◦ F −1x2

with x2 admissibly singular of level l1 ≥ 1 follows by combining the observation in subsection 7.5.2 and

Proposition 7.15. �

(ii): Using the paraproduct structure. The preceding lemma is not strong enough to handle the case when

x2 is of principal incoming singular type. This is where we have to take advantage of the paraproduct nature

of the terms E6, E7:

Lemma 7.34. Let f (R) be an angular momentum n1 function as in the preceding lemma, Let g, an angular

momentum n2 function with |n2| ≥ 2, have the same properties as f , and assume that {m, n1, n2} with |m| ≥ 2

is an admissible angular momentum triple. Then
∑

λ>0

[�n, Pλ] f P≥λg|R<ντ = h(τ,R)|R<ντ,
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where the distorted Fourier transform of h(τ,R) can be decomposed as the sum of a function z1 ∈ S ~
1

and a

function z2 which is source admissibly singular and of level l1 ≥ 1.

This lemma follows by using the preceding one, and combining it with Lemma 7.10 , Lemma 7.7.

Taking advantage of the preceding lemma, as well as the fact that the error terms arising upon replacing

�
′
n j

by �n j
are again see to be admissible source terms of at least level l1 ≥ 1, we can now replace the terms

E6, E7 by the following ones, respectively:

χR&τ

∑

λ2<λ3

P<λ2

(
�n1

φ1

)
φ2,λ2

φ3,λ3
, χR&τ

∑

λ2<λ3

φ1,<λ2
Pλ2

(
�n2

φ2

)
φ3,λ3

Then we re-iterate application of the equations for φ2, φ1. The fact that these terms don’t pose difficulties in

spite of the fact that the same null-forms occur in �n1
φ1,�n2

φ2 are now consequences of the following

Lemma 7.35. Let F be an angular momentum n1 function, |n1| ≥ 2, whose distorted Fourier transform is

the sum of a term in ξ
1
4 S
~1

1
and an admissibly singular source term. Also, assume that φ2 is an angular

momentum n2, |n2| ≥ 2 function, whose distorted Fourier transform is the sum of a function in S
~2

0
and an

admissibly singular term. Finally, assume that {m, n1, n2} is an admissible triple of angular momenta. Then

χR&τ

∑

0<λ

P<λFPλφ2|R<ντ = g(τ,R)|R<ντ

where g is an angular momentum m function whose distorted Fourier transform is the sum of a term in S ~
1

and an admissibly singular source term of level l1 ≥ 1.

E8. Here we finally arrive at a term (up to easier error terms) where the same procedure is re-iterated,

but with additional factors which gain smallness. Again we may replace �′n3
by �n3

up to good source error

terms, and we may commute the localizer Pλ3
and �n3

, leading to the term

χR&τ

∑

λ2<λ3

φ1,<λ2
φ2,λ2

Pλ3

(
�n3

φ3

)

Writing

χR&τ

∑

λ2<λ3

φ1,<λ2
φ2,λ2

Pλ3

(
�n3

φ3

)
= − χR&τ

∑

λ2≥λ3

φ1,<λ2
φ2,λ2

Pλ3

(
�n3

φ3

)

+ χR&τ

∑

λ2

φ1,<λ2
φ2,λ2

(
�n3

φ3

)
,

and taking advantage of Lemma 7.35, we can discard the first term on the right. Consider then the second

term on the right, where we may assume that the term �n3
φ3 is again given by a null-form of the type under

consideration (the remaining terms in the source being admissible source terms). If we reduce this null-

form to the paraproduct version which can again not be handled via Prop. 7.25, we arrive at the quintilinear

expression

χR&τ


∑

λ2

φ1,<λ2
φ2,λ2


∑

λ5,λ6

N0

(
P<min{λ5,λ6}φ4, φ5,λ5

, φ6,λ6

)
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= χR&τ


∑

λ2

φ1,<λ2
φ2,λ2


∑

λ5<λ6

N0

(
P<λ5

φ4, φ5,λ5
, φ6,λ6

)

+ χR&τ


∑

λ2

φ1,<λ2
φ2,λ2


∑

λ5≥λ6

N0

(
P<λ6

φ4, φ5,λ5
, φ6,λ6

)

At this point, again taking advantage of Lemma 7.35 , it is clear how to proceed: taking the first term on the

right (the second being handled analogously), if λ2 ≥ λ5, this is a good source term (we can simply switch

the positions between φ2 and φ4 in the quintilinear expression). Thus we reduce this term to

χR&τ


∑

λ2<λ5

φ1,<λ2
φ2,λ2


∑

λ5<λ6

N0

(
P<λ5

φ4, φ5,λ5
, φ6,λ6

)
.

Using the same argument as the one deriving (7.20), the problem reduces to bounding

χR&τ


∑

λ2<λ5

φ1,<λ2
φ2,λ2


∑

λ5<λ6

φ4,<λ5
φ5,λ5

Pλ6

(
�n6

φ6

)
,

which, up to good error terms, can be replaced by

χR&τ


∑

λ2<λ5

φ1,<λ2
φ2,λ2




∑

λ5

φ4,<λ5
φ5,λ5


(
�n6

φ6

)
.

Now the process is repeated.

7.8. Inclusion of the factors with exceptional angular momentum n ∈ {0,±1}. Definition of admissibly

singular terms. Recall from subsection 6.5 the structure of functions with angular momentum n = 0, ±1,

namely

f (τ,R) = c j(τ) · φ j(R) + φ j(R) ·
∫ R

0

[
φ j(s)

]−1 · D j f (s) ds, j = 0,±1,

and furthermore, we have the Fourier representation

D j f (τ,R) =

∫ ∞

0

φ j(R, ξ) · x(τ, ξ) · ρ̃ j(ξ) dξ,

where the functions x(τ, ξ) got measured for the bilinear estimates away from the light cone via the norms

(6.26), (6.24), (6.22). Here we introduce the analogues of Definition 7.2 and Definition 7.8, which allow

to characterize the singularity across the light cone for the exceptional angular momentum functions on the

distorted Fourier side. Things are simplified somewhat due to the fact that in the low angular momentum

setting we can completely neglect the n-dependence, and in particular the somewhat cumbersome terms

e
±i~−1ρ

(
xσ′ ;α· λ(τ)

λ(σ)
,~
)

disappear from the presentation. On the other hand, we will have to treat each exceptional case on its own,

due to the different spectral measures. It is to be kept in mind that the functions x(τ, ξ) in the following

definition represent the derivative D j f . Observe that the improved temporal decay seen here compared to

the angular modes |n| ≥ 2 comes from the modulation theory developed later, and will play a crucial role in

being able to control the evolution of the unstable modes, i. e. the functions c j(τ), j = 0,±1.
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Definition 7.36. For functions of angular momentum n = 1, we say that x(τ, ξ) is a prototype singular

function provided it admits the representation

x(τ, ξ) =
∑

±

N∑

k=1

N1∑

i=0

χξ≥1
e±iντξ

1
2

ξ1+k ν
2

(
log ξ

)i · ak,i(τ) +
∑

±

7∑

l=1

N∑

k=1

N1∑

i=0

χξ≥1
e±iντξ

1
2

ξ1+k ν
2
+ l

4

(
log ξ

)i · Fl,k,i(τ, ξ),

and furthermore we have the bounds with k1 ∈ {0, 1}, k2 ∈ {0, 1, . . . , 5}∣∣∣∂k1
τ ak,i(τ)

∣∣∣ . (
log τ

)N1−i · τ−3−ν−k1

∣∣∣∣∂k1
τ ∂

k2

ξ
Fl,k,i(τ, ξ)

∣∣∣∣ .
(
log τ

)N1−i · τ−3−ν−k1 · ξ−k2 ,

as well as the ‘closure bounds’∥∥∥∥ξ5+δ∂k1
τ ∂

5
ξFl,k,i(τ, ξ)

∥∥∥∥
Ċδ
ξ

.
(
log τ

)N1−i · τ−3−ν−k1 .

For functions of angular momentum n = 0, we say that x(τ, ξ) is a prototype singular function provided it

admits the representation

x(τ, ξ) =
∑

±

N∑

k=1

N1∑

i=0

χξ≥1

e±iντξ
1
2

ξ
3
2
+k ν

2

(
log ξ

)i · ak,i(τ) +
∑

±

7∑

l=1

N∑

k=1

N1∑

i=0

χξ≥1

e±iντξ
1
2

ξ
3
2
+k ν

2
+ l

4

(
log ξ

)i · Fl,k,i(τ, ξ).

For functions of angular momentum n = −1, we say that x(τ, ξ) is a prototype singular function provided it

admits the representation

x(τ, ξ) =
∑

±

N∑

k=1

N1∑

i=0

χξ≥1

e±iντξ
1
2

ξ2+k ν
2

(
log ξ

)i · ak,i(τ) +
∑

±

7∑

l=1

N∑

k=1

N1∑

i=0

χξ≥1

e±iντξ
1
2

ξ2+k ν
2
+ l

4

(
log ξ

)i · Fl,k,i(τ, ξ)

The same bounds as in the case n = 1 apply.

Similarly, we have the more general concept of admissible functions: For functions of angular momentum

n = 1, we say that x(τ, ξ) is an admissible singular function provided it admits the representation

x = xin + xout + xproto,

where xproto is a prototypical singular function at angular momentum n = 1, and we have the following

representations for the incoming and outgoing parts:

xin(τ, ξ) =
∑

±

7∑

l=1

N∑

k=1

N1∑

i=0

χ
(l)

ξ≥1
〈ξ〉− l

4
e±iντξ

1
2

ξ1+k ν
2

(
log ξ

)i ·
∫ τ

τ0

F
(±)

l,k,i

(
τ, σ,

λ2(τ)

λ2(σ)
ξ

)
dσ,

where the ±-signs in each expression on the right are synchronized, and we have the following bounds,

where the δl are small positive numbers decreasing in l:
∣∣∣∣ξk2∂ιτ∂

k2

ξ
F

(±)

l,k,i
(τ, σ, ξ)

∣∣∣∣ .
(
log τ

)N1−i
τ−3−ν · σ−1 ·

[
σ−2 + κ

(
ξ

1
2

)]
, 0 ≤ k2 ≤ 5, ι ∈ {0, 1}

∥∥∥∥ξ5+δl∂ιτ∂
5
ξF

(±)

l,k,i
(τ, σ, ξ)

∥∥∥∥
Ċ
δl
ξ

(ξ≃λ)
.

(
log τ

)N1−i
τ−3−ν · σ−1 ·

[
σ−2 + κ

(
λ

1
2

)]
, ι ∈ {0, 1},
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and further xout = xout,1 + xout,2, with

xout,1(τ, ξ) =
∑

±

7∑

l=0

N∑

k=1

N1∑

i=0

χξ≥1 〈ξ〉−
l
4

(
log ξ

)i

ξ1+ kν
2

·
∫ τ

τ0

e
±i

[(
ντ−2

λ(τ)
λ(σ)

νσ
)
ξ

1
2

]

· F±l,k,i
(
τ, σ,

λ2(τ)

λ2(σ)
ξ

)
dσ,

(7.22)

and the bounds∣∣∣∣ξr∂ιτ∂
r
ξF

(±)

l,k,i
(τ, σ, ξ)

∣∣∣∣ .
(
log τ

)N1−i
τ−3−ν · σ−1 ·

[
σ−2 + κ

(
ξ

1
2

)]
, 0 ≤ r ≤ 5, ι ∈ {0, 1}

∥∥∥∥ξ5+δl∂ιτ∂
5
ξF

(±)

l,k,i
(τ, σ, ξ)

∥∥∥∥
Ċ
δl
ξ

(ξ≃λ)
.

(
log τ

)N1−i
τ−3−ν · σ−1 ·

[
σ−2 + κ

(
λ

1
2

)]
, ι ∈ {0, 1}.

The second term xout,2, which is the ‘outgoing perpetuated singularity’ admits the description

xout,2(τ, ξ) =
∑

±

7∑

l=0

N∑

k=1

N1∑

i=0

χξ≥1 〈ξ〉−
l
4

(
log ξ

)i

ξ1+k ν
2

·
∫ ∞

0

∫ τ

τ0

e
±i

[
ν
(
λ(τ)
λ(σ)

x+τ
)
ξ

1
2

]

·G±l,k,i
(
τ, σ, x,

λ2(τ)

λ2(σ)
ξ

)
dσdx,

(7.23)

where F±
0,k,i

(
τ, σ,

λ2(τ)

λ2(σ)
ξ

)
= b±

k,i
(τ, σ), G±

0,k,i

(
τ, σ, x,

λ2(τ)

λ2(σ)
ξ

)
= c±

k,i
(τ, σ, x), and we have the bounds

∥∥∥∥ξk2∂
k2

ξ
G

(±)

l,k,i
(τ, σ, x, ξ)

∥∥∥∥
L1

x

.
(
log τ

)N1−i
τ−3−ν · σ−1 ·

[
σ−2 + κ

(
ξ

1
2

)]
, 0 ≤ k2 ≤ 5,

∥∥∥∥∥∥
∥∥∥∥ξ5+δl∂5

ξG
(±)

l,k,i
(τ, σ, x, ξ)

∥∥∥∥
Ċ
δl
ξ

(ξ≃λ)

∥∥∥∥∥∥
L1

x

.
(
log τ

)N1−i
τ−3−ν · σ−1 ·

[
σ−2 + κ

(
λ

1
2

)]
,

Moreover, we require that the same structure and bounds apply to ξ−
1
2 ·

(
∂τ − 2λτ

λ
ξ∂ξ

)
xout,2 up to terms of

the kinds xin, xout,1.

We similarly define admissibly singular functions at angular momentum n = 0, n = −1, except that the

expression ξ1+k ν
2 gets replaced by ξ

3
2
+k ν

2 , ξ2+k ν
2 , respectively.

We also define the norms ‖x‖adm for each of these types of angular momentum n, n ∈ {0,±1} functions, in

perfect analogy to Definition 7.9 but with the obvious modifications taking into account the different decay

properties. Finally, we define the restricted type of principal singular function in analogy to the case of

angular momentum |n| ≥ 2, and the corresponding norms ‖x‖adm(r).

7.9. Null-form estimates near the light cone for outputs at angular momentum |n| ≥ 2 but with arbi-

trary factors. The preceding considerations for the null-form N0(φ1, φ2, φ3) can be rendered quantitative

by taking advantage of the norm in Definition 7.9 and its natural analogue for the exceptional angular mo-

menta n ∈ {0,±1}. Combining Prop. 7.25 as well as the considerations for the E j following its proof, one

infers the following preliminary null-form estimate, where certain details, such as the fact that exceptional

angular momentum functions f are described in terms of a pair of functions, (cn,Dn f ), are simplified by

assuming that cn = 0. The fully general case will only be treated below in Proposition 8.12, after a final

refinement of the spaces (so-called ‘good functions’ and associated norms). We note that the estimate in the
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following proposition would be too weak to get the desired temporal decay, which is part of the reason for

the refinement later on concerning the non-singular part of the inputs:

Proposition 7.37. Let φ j, j = 1, 2, 3 be angular momentum n j functions. If |n j | ≥ 2, assume that

φ j(τ,R) =

∫ ∞

0

φn j
(R, ξ)x j(τ, ξ)ρn j

(ξ) dξ,

where x j = y j + z j and y j admissibly singular (in the angular momentum n j-sense), while z j ∈ S
~ j

0
,Dτz j ∈

S
~ j

1
. If |n j| < 2, assume that φ j has trivial cn j

= 0, and that

Dn j
φ j(τ,R) =

∫ ∞

0

φn j
(R, ξ)x j(τ, ξ)ρ̃n j

(ξ) dξ,

where x j = y j + z j and y j admissibly singular (in the angular momentum n j-sense of Definition 7.36), and

z j ∈ S
(n j)

0
,Dτz j ∈ S

(n j)

1
. Finally, assume that the angular momentum triples {m1, n1, n2}, {m2,m1, n3} are

admissible, where |m2| ≥ 2. Finally, denote7 by n∗ = max{{|n j|} j=1,2,3 \ {max |n j|}}. Then there exists an

angular momentum m2 function ψ such that (with ~ = 1
m2+1

) we have

ψ(τ,R) =

∫ ∞

0

φm2
(R, ξ)x̃(τ, ξ)ρ̃m2

(ξ) dξ,

with x̃ = ỹ + z̃ and the bounds

∥∥∥ỹ
∥∥∥

adm
+

∥∥∥z̃
∥∥∥

S ~
0

+
∥∥∥Dτz̃

∥∥∥
S ~

1

. 〈n∗〉6
3∏

j=1

(∥∥∥y j

∥∥∥
adm
+ τ

[∥∥∥z j

∥∥∥
S
~ j

0

+
∥∥∥Dτz j

∥∥∥
S
~ j

1

])

if all inputs have angular momentum |n j | ≥ 2, and with ~ j replaced by n j if the corresponding angular

momentum is exceptional, and such that the following holds: there is a function H(τ,R) with

χR&τ

(N0(φ1, φ2, φ3) − �m2
ψ
) |R<ντ = H(τ,R)|R<ντ,

and such that we can write

H(τ,R) =

∫ ∞

0

x(τ, ξ)φm2
(R, ξ)ρm2

(ξ) dξ

where x = y + z with y source admissibly singular at angular momentum m2, z ∈ S ~
1
, and finally the bound

(recall Definition 7.24)

‖y‖source adm + ‖z‖S ~
1
. 〈n∗〉6

3∏

j=1

(∥∥∥y j

∥∥∥
adm
+ τ

[∥∥∥z j

∥∥∥
S
~ j

0

+
∥∥∥Dτz j

∥∥∥
S
~ j

1

])

if all inputs have angular momentum |n j | ≥ 2, and with ~ j replaced by n j if the corresponding angular

momentum is exceptional. The norm ‖·‖source adm may be replaced by ‖·‖source adm(r), provided all inputs φ j

have restricted principal singular type.

7Thus if say |n1 | ≤ |n2| ≤ |n3|, then we set n∗ = |n2|.
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7.10. Estimates for the remaining source terms near the light cone, and for output at angular momen-

tum |n| ≥ 2. To complete the first version of the source term estimates near the light cone, we now consider

all terms arising in Prop. 6.23, Prop. 6.24, Prop. 6.27, Prop. 6.28, where we again assume that all inputs φ j

are the sum of an admissibly singular function and an (unstructured) smooth function. Specifically, we have

Proposition 7.38. Write ϕ j =
∑

n∈Z ϕ j(n)einθ , j = 1, 2, as well as

ε±(n) = ϕ1(n) ∓ iϕ2(n), ε−(n) = ε+(−n).

Assume that for |n| ≥ 2 we have (with ~ = 1
n+1

)

ε+(n) =

∫ ∞

0

φn(R, ξ)xn(τ, ξ)ρn(ξ) dξ,

where xn = yn + zn with yn admissibly singular, zn ∈ S ~
0
, Dτzn ∈ S ~

1
. For the exceptional angular momenta

n ∈ {0,±1}, we write

Dnε+(n) =

∫ ∞

0

φn(R, ξ)xn(τ, ξ)ρ̃n(ξ) dξ,

with xn = yn + zn and yn admissibly singular in the sense of Definition 7.36, and zn ∈ S
(n)

0
,Dτzn ∈ S

(n)

1
.

Finally, assume that

ε+(n) = φn(R) ·
∫ R

0

[
φn(s)

]−1Dnε+(n)(τ, s) ds,

i. e. the unstable part cn is assumed to vanish. Finally, we assume that
∑

|n|≥2

n12
(∥∥∥yn

∥∥∥
adm
+ τ

[
‖zn‖S ~

0
+ ‖Dτzn‖S ~

1

])
+

∑

|n|<2

∥∥∥yn

∥∥∥
adm
+ τ

[
‖zn‖S (n)

0

+ ‖Dτzn‖S (n)

1

]
=: Λ ≪ 1.

Then if F j is any one of the source terms in Prop. 6.23, Prop. 6.24, Prop. 6.27, Prop. 6.28, writing

F j =
∑

n∈Z
F j(n)einθ ,

then for each n with |n| ≥ 2, there is ψn(τ,R), Hn(τ,R), such that

ψn(τ,R) =

∫ ∞

0

φn(R, ξ)x̃n(τ, ξ)ρn(ξ) dξ, x̃n = ỹn + z̃n,

Hn(τ,R) =

∫ ∞

0

φn(R, ξ)˜̃
xn(τ, ξ)ρn(ξ) dξ,

˜̃
xn =

˜̃
yn +

˜̃
zn,

with
∑

|n|≥2

n12
(∥∥∥ỹn

∥∥∥
adm
+ τ

[∥∥∥z̃n

∥∥∥
S ~

0

+
∥∥∥Dτz̃n

∥∥∥
S ~

1

])
≤ Λ2 + τ−1

0 Λ,

∑

|n|≥2

n12

(∥∥∥∥ ˜̃
yn

∥∥∥∥
source adm

+ τ
∥∥∥∥˜̃
zn

∥∥∥∥
S ~

1

)
≤ Λ2 + τ−1

0 Λ,

and such that (
F j(n) − �nψn

)
|R<ντ = Hn(τ,R)|R<ντ.
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Remark 7.39. We note that depending on the type of term F j, the correction terms ψn may all vanish. In

fact, they are only required for terms with the characteristic Q0 null-form structure.

8. Closing the estimates for angular momenta |n| ≥ 2: parametrix bounds for source admissibly singular

source terms, and solving the wave equation by Fourier methods

8.1. Parametrix bounds for source admissibly singular source terms. In this subsection, we finally

show that the functional framework introduced in Definition 7.8, Definition 7.24, is compatible with the

wave parametrix at angular momentum n, |n| ≥ 2. Recall that this parametrix is explicitly given by

∫ τ

τ0

U(n)(τ, σ, ξ) · f

(
σ,

λ2(τ)

λ2(σ)
ξ

)
dσ, U(n)(τ, σ, ξ) =

λ(τ)

λ(σ)
·
ρ

1
2
n

(
λ2(τ)

λ2(σ)
ξ

)

ρ
1
2
n (ξ)

·
sin

[
λ(τ)ξ

1
2

∫ τ

σ
λ−1(u) du

]

ξ
1
2

Then we have the following

Proposition 8.1. Let y(τ, ξ) be source admissibly singular at angular momentum n, |n| ≥ 2. Then

x(τ, ξ) :=

∫ τ

τ0

U(n)(τ, σ, ξ) · y
(
σ,

λ2(τ)

λ2(σ)
ξ

)
dσ

can be written as x = x1+x2 where x1 is an admissibly singular function and x2 ∈ S ~
0
, Dτx2 ∈ S ~

1
. Moreover,

if y is of restricted singular type, then so is x1.

Proof. We verify this for the various parts involved in an admissibly singular source term. In the following,

when we talk about the ‘contribution of a certain part’ of x(τ, ξ) as displayed in Definition 7.8, we mean the

parametrix applied to f (τ, ξ) = τ−1ξ
1
2 · x(τ, ξ).

The contribution of the first term in (7.3). Observe that explicitly spelled out this is the function

∑

±

N∑

k=1

N1∑

i=0

∫ τ

τ0

U(n)(τ, σ, ξ) · χ(l)

λ2(τ)

λ2(σ)
ξ≥~−2
~
−1 e

±iνσ· λ(τ)
λ(σ)

ξ
1
2

(
λ2(τ)

λ2(σ)
ξ
) 1

2
+k ν

2

(
log

(
λ2(τ)

λ2(σ)
ξ

))i

·



∫ σ

τ0

e
±i~−1ρ

x
σ1 ·

λ(τ)
λ(σ)

· λ(σ)
λ(σ1)

;α· λ(τ)
λ(σ) ·

λ(σ)
λ(σ1) ,~


· σ−1a

(±)

k,i
(σ,σ1) dσ1

 dσ

Here it is important to observe that the inner phase simplifies, which suggests switching the orders of inte-

gration:

e
±i~−1ρ

x
σ1 ·

λ(τ)
λ(σ)

· λ(σ)
λ(σ1)

;α· λ(τ)
λ(σ)
· λ(σ)
λ(σ1)

,~


= e
±i~−1ρ

x
σ1 ·

λ(τ)
λ(σ1)

;α· λ(τ)
λ(σ1)

,~



The kernel U(n)(τ, σ, ξ) of the parametrix has an oscillatory factor which can be written as

e
−i

(
ντ−νσ λ(τ)

λ(σ)

)
ξ

1
2 − e

i
(
ντ−νσ λ(τ)

λ(σ)

)
ξ

1
2

2i
,
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whence combined with the oscillatory phase e
±iνσ· λ(τ)

λ(σ)
ξ

1
2

we either produce the phase e±iντξ
1
2 corresponding

to an incoming singular term, or else the phase e
±i

(
ντ−2σ· λ(τ)

λ(σ)

)
ξ

1
2
, corresponding to an outgoing singularity.

Incoming singularity: Explicitly, this is the expression

∑

±

N∑

k=1

N1∑

i=0

~
−1 e±iντξ

1
2

ξ
1
2

·
∫ τ

τ0

e
±i~−1ρ

x
σ1 ·

λ(τ)
λ(σ1)

;α· λ(τ)
λ(σ1)

,~



·



∫ τ

σ1

χ
(l)

λ2(τ)

λ2(σ)
ξ≥~−2

λ(τ)

λ(σ)
·
ρ

1
2
n

(
λ2(τ)

λ2(σ)
ξ

)

ρ
1
2
n (ξ)

·

(
log

(
λ2(τ)

λ2(σ)
ξ

))i

(
λ2(τ)

λ2(σ)
ξ
) 1

2
+k ν

2

· σ−1a
(±)

k,i
(σ,σ1) dσ


dσ1

We claim that up to better terms this is again of incoming principal type. To show this, we need to first

expand
ρ

1
2
n

(
λ2(τ)

λ2(σ)
ξ

)

ρ
1
2
n (ξ)

in a Hankel type expansion towards ξ = +∞, i. e. write

ρ
1
2
n

(
λ2(τ)

λ2(σ)
ξ

)

ρ
1
2
n (ξ)

= 1 +

〈
~ξ

1
2

〉−1

· gn(τ, σ, ξ)

where gn has symbol type behavior and is bounded. The contribution if the term 〈~ξ 1
2 〉−1 · gn(τ, σ, ξ) is then

easily seen to lead to a connecting incoming singular term. Further, we have

∑

±

N∑

k=1

N1∑

i=0

~
−1 e±iντξ

1
2

ξ
1
2

·
∫ τ

τ0

e
±i~−1ρ

x
σ1 ·

λ(τ)
λ(σ1)

;α· λ(τ)
λ(σ1)

,~


·

∫ τ

σ1

χ
(l)

λ2(τ)

λ2(σ)
ξ≥~−2

. . .

 dσ

=
∑

±

N∑

k=1

N1∑

i=0

~
−1χ

(l)

ξ≥~−2

e±iντξ
1
2

ξ
1
2

·
∫ τ

τ0

e
±i~−1ρ

x
σ1 ·

λ(τ)
λ(σ1)

;α· λ(τ)
λ(σ1)

,~


·

∫ τ

σ1

χ
(l)

λ2(τ)

λ2(σ)
ξ≥~−2

. . .

 dσ

+
∑

±

N∑

k=1

N1∑

i=0

~
−1

(
1 − χ(l)

ξ≥~−2

)
e±iντξ

1
2

ξ
1
2

·
∫ τ

τ0

e
±i~−1ρ

x
σ1 ·

λ(τ)
λ(σ1)

;α· λ(τ)
λ(σ1)

,~


·

∫ τ

σ1

χ
(l)

λ2(τ)

λ2(σ)
ξ≥~−2

. . .

 dσ

and here the last term is easily seen to be of type x2 (as in the statement of the proposition), while the first

term is decomposed as follows:

∑

±

N∑

k=1

N1∑

i=0

~
−1χ

(l)

ξ≥~−2

e±iντξ
1
2

ξ
1
2

·
∫ τ

τ0

e
±i~−1ρ

x
σ1 ·

λ(τ)
λ(σ1)

;α· λ(τ)
λ(σ1)

,~


·

∫ τ

σ1

χ
(l)

λ2(τ)

λ2(σ)
ξ≥~−2

. . .

 dσ

=
∑

±

N∑

k=1

N1∑

i=0

~
−1χ

(l)

ξ≥~−2

e±iντξ
1
2

ξ
1
2

·
∫ τ

τ0

e
±i~−1ρ

x
σ1 ·

λ(τ)
λ(σ1)

;α· λ(τ)
λ(σ1)

,~


·
(∫ τ

σ1

. . .

)
dσ
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−
∑

±

N∑

k=1

N1∑

i=0

~
−1χ

(l)

ξ≥~−2

e±iντξ
1
2

ξ
1
2

·
∫ τ

τ0

e
±i~−1ρ

x
σ1 ·

λ(τ)
λ(σ1)

;α· λ(τ)
λ(σ1)

,~


·

∫ τ

σ1

1 − χ
(l)

λ2(τ)

λ2(σ)
ξ≥~−2

 . . .
 dσ

and here the second term on the right is again of type x2 since the support of

χ
(l)

ξ≥~−2 ·
1 − χ

(l)

λ2(τ)

λ2(σ)
ξ≥~−2

 , σ ≤ τ,

is contained in ξ ≃ ~−2.

We conclude that up to terms of type x2, the incoming singularity is given by the function

∑

±

N∑

k=1

N1∑

i=0

~
−1χ

(l)

ξ≥~−2

e±iντξ
1
2

ξ1+k ν
2

·
∫ τ

τ0

e
±i~−1ρ

x
σ1 ·

λ(τ)
λ(σ1)

;α· λ(τ)
λ(σ1)

,~



·



∫ τ

σ1

λ(τ)

λ(σ)
·

(
log

(
λ2(τ)

λ2(σ)
ξ

))i

(
λ2(τ)

λ2(σ)

) 1
2
+k ν

2

· σ−1a
(±)

k,i
(σ,σ1) dσ


dσ1,

where we can expand out the logarithm as

(
log

(
λ2(τ)

λ2(σ)
ξ

))i

=
∑

k′+l=i

Ck′,l

(
log

(
λ2(τ)

λ2(σ)

))k′

· (log ξ
)l

and it then suffices to set for fixed k, i and p ≤ i

ã
(±)

k,p
(τ, σ1) :=

∫ τ

σ1

Ck,l

(
log

(
λ2(τ)

λ2(σ)

))i−p

(
λ2(τ)

λ2(σ)

)k ν
2

· σ−1a
(±)

k,i
(σ,σ1) dσ,

and to verify that in light of Definition 7.24 we get the bounds needed according to Definition 7.8
∣∣∣∣ã(±)

k,p
(τ, σ1)

∣∣∣∣ + τ
∣∣∣∣∂τã(±)

k,p
(τ, σ1)

∣∣∣∣ .
(
log τ

)N1−p
τ−1−ν · σ−3

1 .

Outgoing singularity: Explicitly this is the expression

∑

±

N∑

k=1

N1∑

i=0

~
−1 e±iντξ

1
2

ξ
1
2

·
∫ τ

τ0

e
±i~−1ρ

x
σ1 ·

λ(τ)
λ(σ1)

;α· λ(τ)
λ(σ1)

,~



·



∫ τ

σ1

e
∓2iνσ

λ(τ)
λ(σ)

ξ
1
2
χ

(l)

λ2(τ)

λ2(σ)
ξ≥~−2

λ(τ)

λ(σ)
·
ρ

1
2
n

(
λ2(τ)

λ2(σ)
ξ

)

ρ
1
2
n (ξ)

·

(
log

(
λ2(τ)

λ2(σ)
ξ

))i

(
λ2(τ)

λ2(σ)
ξ
) 1

2
+k ν

2

· σ−1a
(±)

k,i
(σ,σ1) dσ


dσ1

We claim that this can be interpreted in the form xout,2, recalling Definition 7.8. In fact, write

e±iντξ
1
2 · e∓2iνσ

λ(τ)
λ(σ)

ξ
1
2
= e
∓iν

(
τ+2σ

λ(τ)
λ(σ)
−2τ

)
ξ

1
2
,
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and introduce the variable

x :=
2σ

λ(τ)
λ(σ)
− 2τ

λ(τ)
λ(σ1)

,

which takes non-negative values for σ ≤ τ. Then set, with σ = σ(x, τ, σ1)

Gk,0,p(τ, σ1, x, ξ) := χ
(l)

ξ≥~−2 ·
ρ

1
2
n (ξ)

ρ
1
2
n

(
λ2(σ)

λ2(τ)
ξ
)

Ci−p,l

(
log

(
λ2(τ)

λ2(σ)

))i−p

(
λ2(τ)

λ2(σ)

)k ν2
· σ−1a

(±)

k,i
(σ,σ1) · ∂σ

∂x
· χ(sharp)

σ∈[σ1,τ]
,

where χ
(sharp)

σ∈[σ1,τ]
denotes the characteristic function corresponding to the interval [σ1, τ] with respect to σ,

which in turn is interpreted as a function of x, σ1, τ via the above coordinate change. Here it may be objected

that the function Gk,0,p thus defined does not quite satisfy the requirements in Definition 7.8 that it should

not depend on ξ (since l = 0), but this can be easily remedied by the arguments in the incoming case, by

replacing

ρ
1
2
n (ξ)

ρ
1
2
n

(
λ2(σ)

λ2(τ)
ξ
)

by 1 up to connecting singular terms, and abolishing the smooth cutoff χ
(l)

ξ≥~−2 up to terms of more regular

type S ~
0
. It is now straightforward to check that the term can be written in the form (7.5)(but with σ1 replac-

ing the variable σ there), and that the required bounds for Gk,0,p are satisfied.

The remaining terms in Definition 7.8 are of course handled similarly, let us consider

The contribution of the term (7.5). We again distinguish between an incoming and an outgoing term

depending on the interaction of the oscillatory phase U(n)(τ, σ, ξ) and the phase e
±2iνσ

λ(τ)
λ(σ) ξ

1
2

from the source

term.

Incoming singularity: In this case the combination of the phase from U(n)(τ, σ, ξ) and the phase e
±2iνσ

λ(τ)
λ(σ)

ξ
1
2

simplifies to e±iντξ
1
2 , and so the phase

e
±i

[
ν
(
λ(τ)
λ(σ)

x+τ
)
ξ

1
2 +~−1ρ

(
x
σ· λ(τ)
λ(σ)

;α· λ(τ)
λ(σ)

,~

)]

after effecting the re-scaling ξ −→ λ2(τ)

λ2(σ)
ξ gets transformed into

e
±i

ν
(
λ(τ)
λ(σ1)

x+τ

)
ξ

1
2 +~−1ρ

x
σ1 ·

λ(τ)
λ(σ1)

;α· λ(τ)
λ(σ1)

,~
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Considering the case l = 0 for simplicity, we obtain the following expression (after splitting up the power of

the logarithm

(
log

(
λ2(τ)

λ2(σ)
ξ

))i

as before)

~
−1χ

(l)

ξ≥~−2

e±iντξ
1
2

ξ1+k ν
2

(
log ξ

)i−p ·
∫ ∞

0

∫ τ

τ0

e
±i

ν
(
λ(τ)
λ(σ1)

x+τ

)
ξ

1
2 +~−1ρ

x
σ1 ·

λ(τ)
λ(σ1)

;α· λ(τ)
λ(σ1)

,~




·



∫ τ

σ1

χ
(l)

λ2(τ)

λ2(σ)
ξ≥~−2

λ(τ)

λ(σ)
·
ρ

1
2
n

(
λ2(τ)

λ2(σ)
ξ

)

ρ
1
2
n (ξ)

·

(
log(

λ2(τ)

λ2(σ)
)

)p

(
λ2(τ)

λ2(σ)

) 1
2
+k ν

2

· σ−1G
(±)

0,k,i

(
σ,σ1, x,

λ2(τ)

λ2(σ1)
ξ

)
dσ


dσ1 dx,

where inclusion of the outer cutoff χ
(l)

ξ≥~−2 is again legitimate up to an error in S ~
0
. But then setting

G̃
(±)

0,k,i

(
τ, σ1, x,

λ2(τ)

λ2(σ1)
ξ

)
:=

∫ τ

σ1

χ
(l)

λ2(τ)

λ2(σ)
ξ≥~−2

λ(τ)

λ(σ)
·
ρ

1
2
n

(
λ2(τ)

λ2(σ)
ξ

)

ρ
1
2
n (ξ)

·

(
log

(
λ2(τ)

λ2(σ)

))p

(
λ2(τ)

λ2(σ)

) 1
2
+k ν

2

· σ−1G
(±)

0,k,i

(
σ,σ1, x,

λ2(τ)

λ2(σ1)
ξ

)
dσ,

the desired conclusion follows upon checking the routine bounds according to Definition 7.8. Furthermore,

applying ∂τ − 2
λτ
λ
ξ∂ξ is seen to led to an expression which is up to a factor ξ

1
2 of the same form.

Outgoing singularity: Here we encounter the more complex expressions

~
−1χ

(l)

ξ≥~−2

e±iντξ
1
2

ξ1+k ν
2

(
log ξ

)i−p ·
∫ ∞

0

∫ τ

τ0

∫ τ

σ1

e
∓iν·2σ λ(τ)

λ(σ) ξ
1
2 ∓iν

λ(τ)
λ(σ1) xξ

1
2 ∓i~−1ρ

x
σ1 ·

λ(τ)
λ(σ1)

;α· λ(τ)
λ(σ1) ,~



· χ(l)

λ2(τ)

λ2(σ)
ξ≥~−2

λ(τ)

λ(σ)
·
ρ

1
2
n

(
λ2(τ)

λ2(σ)
ξ

)

ρ
1
2
n (ξ)

·

(
log

(
λ2(τ)

λ2(σ)

))p

(
λ2(τ)

λ2(σ)

) 1
2
+k ν

2

· σ−1G
(±)

0,k,i

(
σ,σ1, x,

λ2(τ)

λ2(σ1)
ξ

)
dσ dσ1 dx,

where all the signs are synchronized. Before proceeding we note right away that applying ∂τ − 2
λτ
λ
ξ∂ξ

reproduces a similar expression up to a factor ξ
1
2 . In order to cast this in the mold required by Definition 7.8,

introduce the new variable

x̃ := x +
2σ · λ(τ)

λ(σ)
− 2τ

λ(τ)
λ(σ1)

,

which only takes non-negative values if x ≥ 0 and σ ≤ τ. Then if

x̃ ≥
2σ1 · λ(τ)

λ(σ1)
− 2τ

λ(τ)
λ(σ1)

,

the restriction on σ remains τ ≥ σ ≥ σ1, while if

x̃ <
2σ1 · λ(τ)

λ(σ1)
− 2τ

λ(τ)
λ(σ1)

,
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the lower limit σmin = σmin(τ, σ1, x̃) for σ is given by the condition

x̃ =
2σmin · λ(τ)

λ(σmin)
− 2τ

λ(τ)
λ(σ1)

.

Denoting as before by χsharp the sharp (characteristic function) cutoff, we can then set

G̃
(±)

0,k,i

(
τ, σ1, x̃,

λ2(τ)

λ2(σ1)
ξ

)
:=

∫ τ

σ1

χ
sharp

x̃≥
2σ1 ·

λ(τ)
λ(σ1)

−2τ

λ(τ)
λ(σ1)

χ
(l)

λ2(τ)

λ2(σ)
ξ≥~−2

λ(τ)

λ(σ)
·
ρ

1
2
n

(
λ2(τ)

λ2(σ)
ξ

)

ρ
1
2
n (ξ)

·

(
log

(
λ2(τ)

λ2(σ)

))p

(
λ2(τ)

λ2(σ)

) 1
2
+k ν

2

· σ−1G
(±)

0,k,i

σ,σ1, x̃ −
2σ · λ(τ)

λ(σ)
− 2τ

λ(τ)
λ(σ1)

,
λ2(τ)

λ2(σ1)
ξ

 dσ

+

∫ τ

σmin

χ
sharp

x̃≥
2σ1 ·

λ(τ)
λ(σ1)

−2τ

λ(τ)
λ(σ1)

. . . dσ,

which results in the desired representation

~
−1χ

(l)

ξ≥~−2

1

ξ1+k ν
2

(
log ξ

)i−p ·
∫ ∞

0

∫ τ

τ0

e
∓i

ν
(
λ(τ)
λ(σ)

x̃+τ
)
ξ

1
2 +~−1ρ

x
σ1 ·

λ(τ)
λ(σ1)

;α· λ(τ)
λ(σ1)

,~



· G̃±0,k,i

(
τ, σ1, x̃,

λ2(τ)

λ2(σ1)
ξ

)
dσ1dx̃.

Verification of the required bounds for G̃
(±)

0,k,i
(τ, σ1, x̃, ξ) is straightforward and omitted. �

8.2. Solution of the inhomogeneous wave equation on the distorted Fourier side.

8.2.1. The wave equation for angular momentum |n| ≥ 2, formulation on the Fourier side. Our point of

departure of the fundamental equation (6.2), which we re-cast on the Fourier side. We emphasize at this

point that for the technical reasons explained in subsection 7.7, it will be necessary to modify this equation

by changing the variable ε±(n) to eliminate certain bad source terms. This, however, has no bearing on

the subsequent Fourier methods, and so we shall formally work with the ‘wrong equation’ (6.2). Direct

translation of this action to the Fourier side by applying F ~ and setting (~ = 1
n+1

)

ε±(n) =

∫ ∞

0

φn(R, ξ) · x~(τ, ξ)ρn(ξ) dξ

results in (see (6.6), (6.7) and (6.8))

−
(
∂τ − 2

λ′(τ)

λ(τ)
ξ∂ξ +

λ′(τ)

λ(τ)
K~

)2

x~ − λ
′(τ)

λ(τ)

(
∂τ − 2

λ′(τ)

λ(τ)
ξ∂ξ +

λ′(τ)

λ(τ)
K~

)
x~ − ξx~ = F ~ (F±(n)) (8.1)
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Introducing the important time derivative dilation type operator8

Dτ := ∂τ − 2
λ′(τ)

λ(τ)
ξ∂ξ −

λ′(τ)

λ(τ)

ρ′n(ξ)ξ

ρn(ξ)
− 2

λ′(τ)

λ(τ)
, (8.2)

the preceding equation gets recast in the form

−
(
D2
τ +

λ′(τ)

λ(τ)
Dτ + ξ

)
x~

= F ~ (F±(n)) + 2
λ′(τ)

λ(τ)
K (0)

~
Dτx~ +

(
λ′(τ)

λ(τ)

)′
K (0)

~
x~ +

λ′(τ)

λ(τ)

[
Dτ,K (0)

~

]
x~ +

(
λ′(τ)

λ(τ)

)2 ((
K (0)

~

)2
+K (0)

~

)
x~

=:

5∑

j=1

f j(τ, ξ).

(8.3)

The first order of the day to solve this equation will be to show that applying the Duhamel parametrix to the

last four terms on the right hand side will send admissible functions into admissible functions. In fact, due

to the smoothing property of the operator K (0)

~
, the resulting functions won’t have a principal incoming part

anymore.

Proposition 8.2. Assume that x~(τ, ξ) is admissibly singular, and that F ~ (F±(n)) is an admissibly singular

source term. Then ∫ τ

τ0

U(n)(τ, σ, ξ) · f j

(
σ,

λ2(τ)

λ2(σ)
ξ

)
dσ, j = 1, 2, . . . , 5,

is admissibly singular up to functions z j(τ, ξ) in S ~
0

and withDτz j ∈ S ~
1
.

Proof. According to the preceding proposition it suffices to check that the terms f j, j = 2, . . . , 5 are source

admissibly singular. It follows immediately from Definition 7.8 that Dτx~ is of the form ξ
1
2 · y(τ, ξ) with

y admissibly singular. Using a straightforward variant Proposition 7.15, and in particular the decay of the

kernel F(ξ, η) of the transference operator (at angular momentum n), we conclude that all the terms f j, j ≥ 2,

are source admissibly singular or better (in S ~
1
). Then the desired conclusion follows upon application of

Proposition 8.1. �

8.2.2. A final refinement of the spaces, with a view toward dealing with the exceptional angular modes.

As seen in many instances before, admissibly singular terms lead to error terms in the good space S ~
0
, for

example when applying the transference operator, or when translating things from the Fourier side to the

physical side as in Lemma 7.10. Since admissibly singular terms have poor temporal decay properties (of the

order τ−1−ν(log τ)C), this will mean the generation of poorly decaying terms with good regularity properties,

but these will not be good enough to control the evolution of the instabilities of the exceptional modes. This

problem forces us to refine the part of the distorted Fourier transform of ε(n; τ,R) which is in S ~
0

by splitting

it into a structured but poorly decaying part and an un-structured but well-decaying part, as follows:

8We suppress the dependence on n here to simplify the notation
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Definition 8.3. We say that the function x(τ, ξ) is a good Fourier representation (or just a good function) at

angular momentum |n| ≥ 2, provided we can write

x = xsmooth + xsingular,

where xsingular is admissibly singular, and xsmooth ∈ S ~
0
,Dτxsmooth ∈ S ~

1
, and furthermore, we can write

xsmooth(τ, ξ) = x1,smooth + x2,smooth,

where the first function on the right is structured but temporally slowly decaying. The structure is analogous

to the one for the admissibly singular terms:

x1,smooth(τ, ξ) = ~−1〈~2ξ〉−4 e±iντξ
1
2

ξ
1
2 〈ξ〉 1

2
+δ
·
∫ τ

τ0

e
±i~−1ρ

(
x
σ· λ(τ)
λ(σ)

;α· λ(τ)
λ(σ)

,~

)

· F(±)

(
τ, σ,

λ2(τ)

λ2(σ)
ξ

)
dσ

+ ~−1〈~2ξ〉−4 1

ξ
1
2 〈ξ〉 1

2
+δ

·
∫ τ

τ0

e
±i

[(
ντ−2

λ(τ)
λ(σ)

νσ
)
ξ

1
2 −~−1ρ

(
x
σ· λ(τ)
λ(σ)

;α· λ(τ)
λ(σ)

,~

)]

· F̃(±)

(
τ, σ,

λ2(τ)

λ2(σ)
ξ

)
dσ

+ ~−1〈~2ξ〉−4 1

ξ
1
2 〈ξ〉 1

2
+δ

·
∫ ∞

0

∫ τ

τ0

e
±i

[
ν
(
λ(τ)
λ(σ) x+τ

)
ξ

1
2 +~−1ρ

(
x
σ· λ(τ)
λ(σ)

;α· λ(τ)
λ(σ) ,~

)]

·G±
(
τ, σ, x,

λ2(τ)

λ2(σ)
ξ

)
dσdx,

and we have the bounds
∣∣∣∣ξk2∂ιτ∂

k2

ξ
F(±)(τ, σ, ξ)

∣∣∣∣ .
(
log τ

)N1 τ−1−ν · σ−1 ·
[
σ−2 + κ

(
~ξ

1
2

)]
, 0 ≤ k2 ≤ 5, ι ∈ {0, 1}

∣∣∣∣ξk2∂ιτ∂
k2

ξ
F̃(±)(τ, σ, ξ)

∣∣∣∣ .
(
log τ

)N1 τ−1−ν · σ−1 ·
[
σ−2 + κ

(
~ξ

1
2

)]
, 0 ≤ k2 ≤ 5, ι ∈ {0, 1}

∥∥∥∥ξ5+δ∗∂ιτ∂
5
ξF(±)(τ, σ, ξ)

∥∥∥∥
Ċ
δ∗
ξ

(ξ≃λ)
.

(
log τ

)N1 τ−1−ν · σ−1 ·
[
σ−2 + κ

(
~λ

1
2

)]
, ι ∈ {0, 1}

∥∥∥∥ξ5+δ∗∂ιτ∂
5
ξ F̃(±)(τ, σ, ξ)

∥∥∥∥
Ċ
δ∗
ξ

(ξ≃λ)
.

(
log τ

)N1 τ−1−ν · σ−1 ·
[
σ−2 + κ

(
~λ

1
2

)]
, ι ∈ {0, 1}

∥∥∥∥ξk2∂
k2

ξ
G(±)(τ, σ, x, ξ)

∥∥∥∥
L1

x

.
(
log τ

)N1 τ−1−ν · σ−1 ·
[
σ−2 + κ

(
~ξ

1
2

)]
, 0 ≤ k2 ≤ 5,

∥∥∥∥∥∥
∥∥∥∥ξ5+δl∂5

ξG
(±)(τ, σ, x, ξ)

∥∥∥∥
Ċ
δ∗
ξ

(ξ∼λ)

∥∥∥∥∥∥
L1

x

.
(
log τ

)N1 τ−1−ν · σ−1 ·
[
σ−2 + κ

(
~λ

1
2

)]
,

Moreover, applying ∂τ − 2
λτ
λ
ξ∂ξ to the last term results in a term with the same structure and bounds as

the preceding terms, up to a factor ξ
1
2 . On the other hand, for the ‘unstructured term’ x2,smooth we have the

bounds ∥∥∥x2,smooth(τ, ·)
∥∥∥

S ~
0

+
∥∥∥Dτx2,smooth(τ, ·)

∥∥∥
S ~

1

. τ−3.
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Similarly, we call a function x(τ, ξ) a good source term at angular momentum |n| ≥ 2, provided it admits the

representation

x = xsmooth + xsingular

where xsingular is source admissibly singular, while the smooth part

xsmooth(τ, ξ) = x1,smooth + x2,smooth + x3,smooth,

where

x1,smooth(τ, ξ) = ~−1〈~2ξ〉−4 e
±i

(
ντξ

1
2 +~−1ρ(xτ;α,~)

)

〈ξ〉 1
2
+δ

(
log ξ

)i · F̃(τ, ξ)

with the coefficient bounds

∣∣∣∣∂k2

ξ
F̃(τ, ξ)

∣∣∣∣ .
(
log τ

)N1 ·
[
τ−2−ν−δ · ξ−k2 + τ−2−ν · ξ−k2 · κ

(
~
λ(σ)

λ(τ)
ξ

1
2

)]
, 0 ≤ k2 ≤ 5,

as well as

x2,smooth = ~
−1〈~2ξ〉−4 e±iντξ

1
2

〈ξ〉 1
2
+δ
·
∫ τ

τ0

e
±i~−1ρ

(
x
σ· λ(τ)
λ(σ)

;α· λ(τ)
λ(σ) ,~

)

· F(±)

(
τ, σ,

λ2(τ)

λ2(σ)
ξ

)
dσ

+ ~−1〈~2ξ〉−4 1

〈ξ〉 1
2
+δ

·
∫ τ

τ0

e
±i

[(
ντ−2

λ(τ)
λ(σ)

νσ
)
ξ

1
2 −~−1ρ

(
x
σ· λ(τ)
λ(σ)

;α· λ(τ)
λ(σ)

,~

)]

· F̃(±)

(
τ, σ,

λ2(τ)

λ2(σ)
ξ

)
dσ

+ ~−1〈~2ξ〉−4 1

〈ξ〉 1
2
+δ

·
∫ ∞

0

∫ τ

τ0

e
±i

[
ν
(
λ(τ)
λ(σ)

x+τ
)
ξ

1
2 +~−1ρ

(
x
σ· λ(τ)
λ(σ)

;α· λ(τ)
λ(σ)

,~

)]

·G±
(
τ, σ, x,

λ2(τ)

λ2(σ)
ξ

)
dσdx,

and we have the bounds

∣∣∣∣ξk2∂
k2

ξ
F(±)(τ, σ, ξ)

∣∣∣∣ .
(
log τ

)N1 τ−1−ν · σ−1 ·
[
σ−2 + κ

(
~ξ

1
2

)]
·
[
τ−1−δ + κ

(
~
λ(σ)

λ(τ)
ξ

1
2

)]
, 0 ≤ k2 ≤ 5,

∣∣∣∣ξk2∂
k2

ξ
F̃(±)(τ, σ, ξ)

∣∣∣∣ .
(
log τ

)N1 τ−1−ν · σ−1 ·
[
σ−2 + κ

(
~ξ

1
2

)]
·
[
τ−1−δ + κ

(
~
λ(σ)

λ(τ)
ξ

1
2

)]
, 0 ≤ k2 ≤ 5,

∥∥∥∥ξ5+δl∂ιτ∂
5
ξF(±)(τ, σ, ξ)

∥∥∥∥
Ċ
δ∗
ξ

(ξ≃λ)
.

(
log τ

)N1 τ−1−ν · σ−1 ·
[
σ−2 + κ

(
~λ

1
2

)]
·
[
τ−1−δ + κ

(
~
λ(σ)

λ(τ)
ξ

1
2

)]
,

∥∥∥∥ξ5+δl∂5
ξ F̃(±)(τ, σ, ξ)

∥∥∥∥
Ċ
δ∗
ξ

(ξ≃λ)
.

(
log τ

)N1 τ−1−ν · σ−1 ·
[
σ−2 + κ

(
~λ

1
2

)]
·
[
τ−1−δ + κ

(
~
λ(σ)

λ(τ)
ξ

1
2

)]
,

∥∥∥∥ξk2∂
k2

ξ
G(±)(τ, σ, x, ξ)

∥∥∥∥
L1

x

.
(
log τ

)N1 τ−1−ν · σ−1 ·
[
σ−2 + κ

(
~ξ

1
2

)]
·
[
τ−1−δ + κ

(
~
λ(σ)

λ(τ)
ξ

1
2

)]
, 0 ≤ k2 ≤ 5,
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∥∥∥∥∥∥
∥∥∥∥ξ5+δl∂5

ξG
(±)(τ, σ, x, ξ)

∥∥∥∥
Ċ
δ∗
ξ

(ξ≃λ)

∥∥∥∥∥∥
L1

x

.
(
log τ

)N1 τ−1−ν · σ−1 ·
[
σ−2 + κ

(
~λ

1
2

)]
·
[
τ−1−δ + κ

(
~
λ(σ)

λ(τ)
ξ

1
2

)]
.

Finally
∥∥∥x3,smooth(τ, ·)

∥∥∥
S ~

1

. τ−4.

We shall call xsmooth the regular or smooth part of the good function x(τ, ξ), and similarly for good source

function.

Finally, we shall say that x is a good function with restricted principal singular part, provided that xsingular

has restricted singular part.

It is then natural to introduce a ‘norm’ on good functions, as well as source functions, as follows:

Definition 8.4. Assume that x(τ, ξ) is a good function at angular momentum n, |n| ≥ 2, with the representa-

tion

x = xsmooth + xsingular

and the implied representation for xsmooth. Then we set

‖x‖good := ‖xsmooth‖smooth + ‖xsingular‖adm,

and we define

‖xsmooth‖smooth :=

∑

0≤k2≤5
ι∈{0,1}

∥∥∥∥∥∥∥∥∥∥

(
log τ

)−N1 τ1+νσ ·

∥∥∥∥∥∥∥∥

ξk2∂
k2

ξ
∂ιτF

(±)(τ, σ, ξ)
(
σ−2 + κ

(
~ξ

1
2

))

∥∥∥∥∥∥∥∥
L∞
ξ

([0,∞)

∥∥∥∥∥∥∥∥∥∥
L∞τ ([τ0 ,∞)L∞σ ([τ0 ,τ]

+
∑

0≤k2≤5
ι∈{0,1}

∥∥∥∥∥∥∥∥∥∥

(
log τ

)−N1 τ1+νσ ·

∥∥∥∥∥∥∥∥

ξk2∂
k2

ξ
∂ιτF̃

(±)(τ, σ, ξ)
(
σ−2 + κ

(
~ξ

1
2

))

∥∥∥∥∥∥∥∥
L∞
ξ

([0,∞)

∥∥∥∥∥∥∥∥∥∥
L∞τ ([τ0 ,∞)L∞σ ([τ0 ,τ]

+
∑

ι

∥∥∥∥∥∥∥∥∥∥

(
log τ

)−N1 τ1+νσ ·

∥∥∥∥∥∥∥∥

ξ5∂5
ξ
∂ιτF

(±)(τ, σ, ξ)
(
σ−2 + κ

(
~ξ

1
2

))

∥∥∥∥∥∥∥∥
Ċ
δ∗
ξ

∥∥∥∥∥∥∥∥∥∥
L∞τ ([τ0 ,∞)L∞σ ([τ0,τ]

+
∑

ι

∥∥∥∥∥∥∥∥∥∥

(
log τ

)−N1 τ1+νσ ·

∥∥∥∥∥∥∥∥

ξ5∂5
ξ
∂ιτF̃

(±)(τ, σ, ξ)
(
σ−2 + κ

(
~ξ

1
2

))

∥∥∥∥∥∥∥∥
Ċ
δ∗
ξ

∥∥∥∥∥∥∥∥∥∥
L∞τ ([τ0 ,∞)L∞σ ([τ0,τ]

+
∑

0≤k2≤5

∥∥∥∥∥∥∥∥∥∥

(
log τ

)−N1 τ1+νσ ·

∥∥∥∥∥∥∥∥

ξk2∂
k2

ξ
G(±)(τ, σ, x, ξ)

(
σ−2 + κ

(
~ξ

1
2

))

∥∥∥∥∥∥∥∥
L∞
ξ

([0,∞)

∥∥∥∥∥∥∥∥∥∥
L1

x([0,∞)L∞τ ([τ0 ,∞)L∞σ ([τ0 ,τ]
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+

∥∥∥∥∥∥∥∥∥∥

(
log τ

)−N1 τ1+νσ ·

∥∥∥∥∥∥∥∥

ξ5∂5
ξ
∂ιτG

(±)(τ, σ, x, ξ)
(
σ−2 + κ

(
~ξ

1
2

))

∥∥∥∥∥∥∥∥
Ċ
δ∗
ξ

∥∥∥∥∥∥∥∥∥∥
L1

xL∞τ ([τ0 ,∞)L∞σ ([τ0,τ]

+ . . . ,

where the term . . . stands for the additional terms of a similar form which get included when applying

∂τ − 2
λτ
λ
ξ∂ξ to the final term in the structure formula for x1,smooth.

Using obvious modifications we similarly define ‖x‖good source. Finally, we define the corresponding norms

‖x‖good(r), ‖x‖good source(r)

if the principal singular part is of restricted type, by replacing ‖·‖adm by ‖·‖adm(r), in accordance with Defi-

nition 7.9.

In perfect analogy to Proposition 8.1, we have the following

Proposition 8.5. Let y(τ, ξ) be a good source at angular momentum n, |n| ≥ 2. Then

x(τ, ξ) :=

∫ τ

τ0

U(n)(τ, σ, ξ) · y
(
σ,

λ2(τ)

λ2(σ)
ξ

)
dσ

is a good function. Moreover, we have the bound

‖x‖good . ‖y‖goodsource

where the implied constant is uniform in n as well as τ0 ≫ 1.

Proof. In light of Proposition 8.1 and the earlier considerations on S ~
1
, it suffices to check this when the

source term is of type ysmooth, and here the argument follows exactly the same lines as the one for Prop. 8.2.

�

We have the following analogue of Proposition 8.2:

Proposition 8.6. Assume that x~(τ, ξ) is the regular part of a good source function , and that F ~ (F±(n)) is

an a regular good source term. Then referring to (8.1),
∫ τ

τ0

U(n)(τ, σ, ξ) · f j

(
σ,

λ2(τ)

λ2(σ)
ξ

)
dσ, j = 1, 2, . . . , 5,

is a regular good function, and we have the bound
∥∥∥∥∥∥

∫ τ

τ0

U(n)(τ, σ, ξ) · f j

(
σ,

λ2(τ)

λ2(σ)
ξ

)
dσ

∥∥∥∥∥∥
smooth

.

∥∥∥x~
∥∥∥

smooth
,

with uniform implied constant. In conjunction with Prop. 8.2, we conclude that if x~(τ, ξ) is good and

F ~ (F±(n)) is a good source, then
∫ τ

τ0

U(n)(τ, σ, ξ) · f j

(
σ,

λ2(τ)

λ2(σ)
ξ

)
dσ, j = 1, 2, . . . , 5,
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is a good function, and we have
∥∥∥∥∥∥

∫ τ

τ0

U(n)(τ, σ, ξ) · f j

(
σ,

λ2(τ)

λ2(σ)
ξ

)
dσ

∥∥∥∥∥∥
good

.

∥∥∥x~
∥∥∥

good
.

Proof. (Sketch) One uses Lemma 7.12 as well as Remark 7.13, which implies that applying the transference

operator to a function of type x1,smooth either reproduces a function of the same kind (in particular, preserving

the Hölder property for its top order derivatives inherent in its definition), or it produces a less structured

function but with better decay of type x2,smooth. �

8.2.3. Solution of the Fourier wave equation (8.1). Given the functional setup from the preceding, we can

now detail the (re)-iterative scheme which leads to a solution of our Fourier wave equation, in analogy to [],

[], []. As usual the main difficulty stems from the term

2
λ′(τ)

λ(τ)
K (0)

~
Dτx~,

since the temporal weight
λ′(τ)
λ(τ)
≃ τ−1 only furnishes enough decay to recover any previous decay assump-

tions upon application of the wave parametrix, and in particular we cannot force a smallness gain by simply

picking the initial time τ0 large enough. This issue does not occur for the terms f j, j = 3, 4, 5 in (8.1), as

follows by the following simple sharpening of the preceding proposition:

Lemma 8.7. Let x~(τ, ξ) be a good function. Then
∥∥∥∥∥∥

∫ τ

τ0

U(n)(τ, σ, ξ) · f j

(
σ,

λ2(τ)

λ2(σ)
ξ

)
dσ

∥∥∥∥∥∥
good

. τ−1
0

∥∥∥x~
∥∥∥

good
, j = 3, 4, 5.

In particular, given any γ > 0, there is τ0 = τ0(γ) large enough such that
∥∥∥∥∥∥

∫ τ

τ0

U(n)(τ, σ, ξ) · f j

(
σ,

λ2(τ)

λ2(σ)
ξ

)
dσ

∥∥∥∥∥∥
good

≤ γ ·
∥∥∥x~

∥∥∥
good

, j = 3, 4, 5.

The proof is of course a consequence of the one for Prop. 8.6, Prop. 8.2.

In order to cope with the ‘bad term’, we use the same method as in [3,15,16], namely manifold iteration,

introduce the auxiliary composite operator

Φ( f ) :=

∫ τ

τ0

λ(τ)

λ(σ)
·
ρ

1
2
n

(
λ2(τ)

λ2(σ)
ξ

)

ρ
1
2
n (ξ)

· cos

[
λ(τ)ξ

1
2 ·

∫ τ

σ

λ−1(u) du

]
· βν(σ) · K (0)

~
(Dτ f )

(
σ,

λ2(τ)

λ2(σ)
ξ

)
dσ, (8.4)

where we set βν(σ) =
λ′(σ)
λ(σ)
≃ σ−1. Observe that this operator arises upon applying the operator Dτ to the

expression arising upon applying the parametrix to βν(σ) · K (0)

~
Dτ f . Then the following key proposition

gives the desired smallness gain upon manifold application of Φ:

Proposition 8.8. Let ǫ > 0 sufficiently small. Then there is γ∗ > 0 such that for any k ≥ 1, there is

τ0 = τ0(ǫ, k) large enough such that∥∥∥∥βν(τ)K (0)

~
Φk f

∥∥∥∥
goodsource

≤ ǫγk · eǫ−2 · ‖ f ‖good .
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Proof. (sketch) The idea is to decompose the transference operator K (0)

~
into a number of pieces, and most

pivotally into a ‘diagonal’ and ‘off diagonal’ piece

K (0)

~
= K (0)

~,d
+K (0)

~,nd
,

which arise as follows: fixing the ǫ > 0, k, we pick ℓ sufficiently large (specifically ℓ ≃ k) and defineK (0)

~,d
by

including a smooth cutoff χ|1− ξ
η
|. 1

ℓ

into the kernel of K (0)

~
, whence the off-diagonal part K (0)

~,nd
is defined by

including a cutoff χ|1− ξ
η
|& 1

ℓ

. Call Φ(d),Φ(nd) the operators arising by these changes. Then the idea is to reduce

things to the diagonal part, by observing that in any strings of Φs the presence of a single K (0)

~,nd
results in a

smallness gain by picking τ0 large. This follows from the following

Lemma 8.9. We have the bound∥∥∥∥βν(τ)K (0)

~
Φ(nd)βν(τ)Φ f

∥∥∥∥
goodsource

. τ
−γ1

0
‖ f ‖good .

for some γ1 > 0, where the implied constant is independent of the angular momentum n and the time τ0, but

will depend on ℓ.

Proof. (lemma, sketch) The idea is to perform integration by parts in the time variable forΦ(nd). Specifically,

write
(
Φ(nd)βν(τ)Φ

)
(g)

= c
∑

±,±

∫ τ

τ0

ρ̃n(τ, σ, ξ) · e±i
(
ντ−νσ λ(τ)

λ(σ)

)
ξ

1
2 ·

∫ ∞

0

F
(nd)
n

(
λ2(τ)

λ2(σ)
ξ, η

)
· ρn(η)

λ2(τ)

λ2(σ)
ξ − η

·
∫ σ

τ0

ρ̃n(σ,σ1, η) · e±i

(
νσ−νσ1

λ(σ)
λ(σ1)

)
η

1
2 · g̃

(
σ1,

λ2(σ)

λ2(σ1)
η

)
dσ1 dη dσ

where c is a suitable constant, and we have set g̃ = βν(τ)K (0)

~
g, ρ̃n(τ, σ, ξ) = βν(σ) · λ(τ)

λ(σ)
·
ρ

1
2
n

(
λ2(τ)

λ2(σ)
ξ

)

ρ
1
2
n (ξ)

. Also,

F(nd) means inclusion of the cutoff χ∣∣∣∣1− ξη
∣∣∣∣& 1

ℓ

, which means here inclusion of χ∣∣∣∣∣∣∣∣∣
1−

λ2(τ)

λ2(σ)
ξ

η

∣∣∣∣∣∣∣∣∣
&

1
ℓ

due to the change

of scale. To begin with, we note that if we include a further smooth cutoff χ
|σ−σ1 |.τ

− 1
2

0
σ

in the second time

integral, we can easily force smallness due to the restriction of the integration interval. This means we can

include a smooth cutoff χ
|σ−σ1 |&τ

− 1
2

0
σ

. Furthermore, due to the asymptotic bounds for

Fn(ξ, η),

we may also include a cutoff χ λ2(τ)

λ2(σ)
ξ&1

, since else smallness can again be forced easily. The extra smallness

gain also occurs if
λ(τ)2

λ(σ)2 ξ ≫ η or
λ(τ)2

λ(σ)2 ξ ≪ η, in view of the bounds in Proposition 5.1. Therefore without

loss of generality, we assume
λ(τ)2

λ(σ)2 ξ ≃ η.
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Switching to the new variable η̃ defined via

η =
λ2(τ)

λ2(σ)
η̃,

we replace the function g̃

(
σ1,

λ2(σ)

λ2(σ1)
η

)
by g̃

(
σ1,

λ2(τ)

λ2(σ1)
η̃

)
, and the integration kernel

Fn

(
λ2(τ)

λ2(σ)
ξ, η

)
· ρn(η)

λ2(τ)

λ2(σ)
ξ − η

is replaced by the more symmetrical

Fn

(
λ2(τ)

λ2(σ)
ξ,

λ2(τ)

λ2(σ)
η̃

)
· ρn

(
λ2(τ)

λ2(σ)
η̃

)

ξ − η̃ .

Finally, the oscillatory phase becomes

e
±i

(
ντ−νσ λ(τ)

λ(σ)

)
ξ

1
2 · e±i

(
νσ

λ(τ)
λ(σ)
−νσ1

λ(τ)
λ(σ1)

)
η̃

1
2

= e
±iντξ

1
2 ∓iνσ1

λ(τ)
λ(σ1)

η̃
1
2 · eiνσ

λ(τ)
λ(σ)

(
∓ξ

1
2 ±η̃

1
2

)

For later reference, we observe that in case of anti-alignment of the pass, we get the σ-dependent phase

e
±iνσ

λ(τ)
λ(σ)
·
(
ξ

1
2 +η̃

1
2

)

, in which case we needn’t even take advantage of the off-diagonal condition. In the worst

case of destructive resonance, we get the σ-dependent phase e
±iνσ

λ(τ)
λ(σ)

(
ξ

1
2 −η̃

1
2

)

, where our assumption implies

that
∣∣∣∣ λ(τ)
λ(σ)

ξ
1
2 − λ(τ)

λ(σ)
η̃

1
2

∣∣∣∣ & 1
ℓ
· λ(τ)
λ(σ)

ξ
1
2 . Then we change the order of temporal integration in the above triple

integral, so that the σ-integral comes first, and perform integration by parts with respect to σ. We have

∂σ

(
e
±iνσ

λ(τ)
λ(σ)

(
ξ

1
2 −η̃

1
2

))
= ∓i

λ(τ)

λ(σ)

(
ξ

1
2 − η̃ 1

2

)
· e±iνσ

λ(τ)
λ(σ)

(
ξ

1
2 −η̃

1
2

)

This produces an additional factor

∼ ℓ · 1

σ
· 1

λ(τ)
λ(σ)

ξ
1
2

.
1

σ
,

where we have taken into account the additional localization
λ2(τ)

λ2(σ)
ξ & 1, the derivative bounds of the trans-

ference kernel Fn(ξ, η), as well as the fact that the additional time cutoff above prevents boundary terms.

The smallness gain follows since σ ≥ τ0, and the fact that one can place the resulting function in the good

source space of functions by re-arranging the phases as before and invoking Prop. 8.6. �

Note that by the preceding proof, we may assume for the proof of Prop. 8.8 that the oscillatory phases

(due to the factors cos
[
λ(τ)ξ

1
2

∫ τ

σ
λ−1(u) du

]
, written as a sum of exponentials), all have the same sign,

since otherwise, two adjacent opposite signs allow us to utilize the gain from the preceding lemma to gain

smallness. This implies (following the proof of Prop. 8.1) that starting with one of the three expressions in

Definition 8.3, or alternatively one of the expressions in xin, xout in Definition 7.8, we always reproduce the

same kind of expression, with coefficient functions which are given by suitable iterated integrals. Moreover,

the preceding lemma allows us to replace Φ by Φ(d) throughout.
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One then follows the proof of Prop. 11.2 in [16] to reduce the problem to integration over simplices which

forces smallness via a combinatorial argument. �

The preceding finally entails the desired

Proposition 8.10. There exists τ0 large enough, independently of ~, such that if F ~(F±(n)) is a good source

function, then the problem (8.1) admits a solution on [τ0,∞) with vanishing data
(
x~(τ0, ·), Dτx~(τ0, ·)

)
= (0, 0)

at time τ = τ0, and such that ∥∥∥x~
∥∥∥

good
.

∥∥∥F ~(F±(n))
∥∥∥

goodsource
.

The implied constant is uniform in ~.

Proof. Pick ǫ = 1
2

and choose k large enough and then τ0 large enough such that ǫγk · eǫ−2

< 1
2
. Then set up

the iterative scheme

−
(
D2
τ +

λ′(τ)

λ(τ)
Dτ + ξ

)
x~l+1

= F ~ (F±(n)) + 2
λ′(τ)

λ(τ)
K (0)

~
Dτx~l +

(
λ′(τ)

λ(τ)

)′
K (0)

~
x~l +

λ′(τ)

λ(τ)

[
Dτ,K (0)

~

]
x~l +

(
λ′(τ)

λ(τ)

)2 ((
K (0)

~

)2
+K (0)

~

)
x~l , l ≥ 0,

where x~0 solves the inhomogeneous problem

−
(
D2
τ +

λ′(τ)

λ(τ)
Dτ + ξ

)
x~0 = F ~ (F±(n))

with vanishing initial data throughout. Then writing explicitly the iterated Duhamel for x~k , one gains small-

ness for all arising expressions upon choosing τ0 larger, if necessary, except for the expression ΦkDτx~0, for

which smallness follows from the previous proposition. �

8.3. The final estimates for all the source terms near the light cone in the case |n| ≥ 2. In order to

finally wrap things up for the |n| ≥ 2 modes, we of course also need to define the concept of a good (Fourier

representation) function for the exceptional modes, and here we also need to take the coefficients c j(τ) of the

instabilities φ j(R) in mind, recalling (6.21), (6.23), (6.25). Recalling from Proposition 6.14, Proposition 6.17

that we have already defined norms incorporating both the coefficients cn and the Fourier coefficients ofD j f ,

we generalize things naturally as follows:

Definition 8.11. Let n ∈ {0,±1}, and assume that the angular momentum n function φ(τ,R) admits the

representation

φ(τ,R) = cn(τ)φn(R) + φn(R) ·
∫ R

0

[
φn(s)

]−1Dnφ(τ, s) ds, Dnφ(τ,R) =

∫ ∞

0

x(τ, ξ)φn(R, ξ)ρ̃n(ξ) dξ

Then we say that the function φ is a good function, or alternatively the pair (cn(τ), x(τ, ξ)) is good, provided

|cn(τ)| + τ ·
∣∣∣c′n(τ)

∣∣∣ . τ−2+10ν,

and the function x(τ, ξ) admits the representation

x(τ, ξ) = xsmooth + xsingular,



308 JOACHIM KRIEGER, SHUANG MIAO, AND WILHELM SCHLAG

where we have

‖xsmooth‖S (n)

0

+ ‖Dτxsmooth‖S (n)

1

. τ−3+10ν,

We then introduce the corresponding ‘good norm’ for the pair of functions (cn(τ), x(τ, ξ)) by

‖(cn(τ), x(τ, ξ))‖good : =
∥∥∥∥τ2−10ν ·

[
|cn(τ)| + τ ·

∣∣∣c′n(τ)
∣∣∣
]∥∥∥∥

L∞τ ([τ0 ,∞)

+

∥∥∥∥∥τ
3−10ν ·

[
‖xsmooth(τ, ·)‖

S
(n)

0

+ ‖Dτxsmooth(τ, ·)‖
S

(n)

1

]∥∥∥∥∥
L∞τ ([τ0 ,∞)

+
∥∥∥xsingular

∥∥∥
adm

,

where we refer to Definition 7.36 for the last norm on the right. Finally, for a function y(τ, ξ), we shall say

that y is a good angular momentum n ∈ {0,±1} source function, provided
(
0, τ1+δξ−

1
2 y

)

is good. We also have the natural analogues of the concept of ‘restricted principal singular part’ with

correspondingly modified norms.

Combining Definition 8.11, Definition 8.3, we finally have the tools that are sufficiently precise to derive

the multilinear estimates to handle all the source terms arising for the |n| ≥ 2 modes. Specifically, we

strive to obtain analogues to Prop. 6.23, Prop. 6.27, Prop. 6.28, but here we shall have to refer to the more

sophisticated functional framework developed in the preceding. Recall the formulae

ϕ1 =
1

2
[ε+ + ε−] , ϕ2 =

1

2i
[ε− − ε+] .

as well as the decompositions

ε+ =
∑

n∈Z
ε+(n)einθ , ε− =

∑

n∈Z
ε−(n)einθ .

and where we have ε−(−n) = ε+(n) since the solutions we consider are real valued. We shall assume that

for |n| ≥ 2 the function ε+(n) is a good angular momentum n function in the sense that

ε+(n)(τ,R) =

∫ ∞

0

φn(R, ξ)xn(τ, ξ)ρn(ξ) dξ,

where xn(τ, ξ) is a good angular momentum n function in the sense of Definition 8.3. Similarly, if n ∈ {0,±1},
we assume that

ε+(n)(τ,R) = cn(τ)φn(R) + φn(R) ·
∫ R

0

[
φn(s)

]−1 · Dnǫ+(n)(τ, s) ds,

where

Dnε+(n)(τ,R) =

∫ ∞

0

φn(R, ξ)xn(τ, ξ)ρ̃n(ξ) dξ,

and the pair (cn(τ), xn(τ, ξ)) is good in the sense of Definition 8.11. Finally, set

Λ :=
∑

n∈Z, |n|≥2

〈n〉12 ‖xn‖good +
∑

n∈{0,±1}
‖(cn(τ), xn(τ, ξ))‖good . (8.5)
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We have the following

Proposition 8.12. Assume that Λ ≪ 1. Then for each n ∈ Z, |n| ≥ 2, j = 1, . . ., there exist angular

momentum n functions

ψ±j (n) =

∫ ∞

0

x
(n)

j
(τ, ξ)φn(R, ξ)ρn(ξ) dξ,

with ∑

|n|≥2

n12
∥∥∥∥x

(n)

j

∥∥∥∥
good
. Λ−3,

and such that if F
(±)

j
represents any one of the functions occurring in Prop. 6.23, Prop. 6.27, Prop. 6.28, and

we write

F
(±)
j
=

∑

n∈Z
F

(±)
j

(n)einθ ,

then we have for each |n| ≥ 2
(
F

(±)
j

(n) − �nψ
±
j (n)

)
|R<ντ = G

(±)
j

(n)|R<ντ,

where G
(±)

j
(n) is a good angular momentum n source function and more quantitatively setting

G
(±)
j

(n) =

∫ ∞

0

φn(R, ξ)yn(τ, ξ)ρn(ξ) dξ,

we have
∑

|n|≥2

n12
∥∥∥yn(τ, ξ)

∥∥∥
goodsource

.

(
τ−1

0 + Λ
)
·Λ ≪ Λ.

If we restrict to functions xn with restricted principal singular part, and correspondingly use ‖xn‖good(r), then

yn also has restricted singular principal part, and we may replace
∥∥∥yn(τ, ξ)

∥∥∥
goodsource

by
∥∥∥yn(τ, ξ)

∥∥∥
goodsource(r)

.

9. The exceptional angular momenta: n ∈ {0,±1} and modulation theory
9.1. The equations for the modes n = 0,±1.

9.1.1. The angular mode n = 1, equations on the physical side. Recall the equation

−

(
∂τ +

λ′

λ
R∂R

)2

+
λ′

λ

(
∂τ +

λ′

λ
R∂R

) ε1
+ + H+1 ε

1
+ = F+(1) (9.1)

where we may as well specialize to the +-case by conjugation symmetry. We also recall the representation

ε1
+ = φ+

(
D+ε1

+

)
+ c+(τ)φ1(R).

where we have D+ = ∂R +
2R

1+R2 , as well as

φ1(R) :=
1

1 + R2
, φ+(g) := φ1(R)

∫ R

0

(φ1(s))−1 g(s) ds.
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From (9.1) we infer two equations, one for the ‘better variable’ D+ε1
+ by applying D+ to it, and an ODE for

c+(τ) by analyzing the vanishing behavior of the original variable ε1
+ at R = 0. To begin with, straightforward

differentiation of (9.1) and computation of some commutators leads to the following equation for D+ε1
+:

−

(
∂τ +

λ′

λ
R∂R

)2

+ 3
λ′

λ

(
∂τ +

λ′

λ
R∂R

)D+ε1
+ + H̃+1D+ε1

+ −
2

(
λ′

λ

)2

+

(
λ′

λ

)′D+ε1
+

= − 2
λ′

λ

4R

(1 + R2)2

(
∂τ +

λ′

λ
R∂R

)
ε1
+ +

(
λ′

λ

)2 (
4R

(1 + R2)2
− 16R

(1 + R2)3

)
ε1
+

− 4R

(1 + R2)2

(
λ′

λ

)′
ε1
+ +D+ (F+(1))

=:R+(ε1
+,D+ε1

+) +D+ (F+(1)) .

(9.2)

Here we recall that the ’super-symmetrical’ operator H̃+
1
= −D+D∗+, i. e. the factors have been switched

compared to H+
1

. The preceding equation gets complemented by one for c+(τ), obtained by analyzing the

first equation (9.1) at R = 0, and tracking the value of both sides at R = 0:

− ∂2
τc+ −

λτ

λ
∂τc+ + lim

R→0
H+1 ε

1
+ = lim

R→0
F+(1) (9.3)

At this point it is crucial to observe that while the source term F+(1) does have components which depend

linearly on c(τ) and are otherwise independent on the perturbation, namely those terms involving interactions

of ε+(1) and ǫ, the latter quantity referring to the original blow up profile Q (λ(t)r) + ǫ(t, r) = U(t, r). These

terms are explicitly given by

2 sin (2Q + ǫ) sin ǫ

R2
ε1
+,

4 sin
(
Q + ǫ

2

)
sin

(
ǫ
2

)

R2
iε1
+,


2∂Rǫ

1 + R2
+ (∂Rǫ)

2 − λ
′

λ
· 8R

1 + R2

(
∂τǫ +

λ′

λ
R∂Rǫ

)
−

(
∂τǫ +

λ′

λ
R∂Rǫ

)2
 iε1
+

Since by their very construction the function ǫ vanishes to third order at R = 0, it is seen that each of these

terms vanishes at the origin. This implies that the operator

∂2
τ +

λτ

λ
∂τ

is responsible to leading order for the evolution of c+. We observe that a fundamental system for this oper-

ator consists of the functions 1, τ−ν
−1

. The presence of the function 1 here distinguishes the mode n = +1

from the modes n = 0, n = −1 treated below, and for which the fundamental system consists of two rapidly

decaying functions. Our way to deal with this will invoke modulation theory, by applying a carefully chosen

rotation to the bulk part. For now, we relegate this issue for later, and deal with the challenges occurring in

the multilinear estimates as well as the iterative step, after translating things to the Fourier side, and making

the hypothesis that c+(τ) does decay sufficiently toward τ = +∞, in accordance with the setup in subsec-

tion 7.8. Forcing this decay assumption will be the role of the final modulation step.
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For later reference, we also observe a solution of the inhomogeneous problem associated to the above

differential operator, namely

∂2
τc +

λτ

λ
∂τc = h

is solved by

c(τ) = ν

∫ τ

τ0

σh(σ) dσ − ντ−ν−1

∫ τ

τ0

σ1+ν−1

h(σ) dσ. (9.4)

9.1.2. Translation of the equation (9.2) to the Fourier side. The case n = +1 plays a somewhat special role

here as well, since the spectral measure for the operator H̃+
1

is particularly simple, namely a constant multiple

of ξ, which simplifies both the dilation operator Dτ,1 as well as the formula for the wave parametrix. Even

more importantly, the transference operator completely vanishes here, due to the extremely special structure

of the Fourier basis. Specifically, we find that

Dτ,1 := ∂τ − 2
λ′

λ
ξ∂ξ − 2

λ′

λ
. (9.5)

Then we translate (9.2) into

−
(
D2
τ,1 +

λ′

λ
Dτ,1 + ξ

)
x1
= F (1)

(
R+

(
ε1
+,D+ε1

+

))
+ F (1) (D+ (F+(ε)(1))) . (9.6)

For the solution of the homogeneous wave equation corresponding to the operator on the left hand side, we

have the following

Lemma 9.1. The homogeneous initial value problem
(
Dτ,1 +

λ′(τ)

λ(τ)
Dτ,1 + ξ

)
x(τ, ξ) = 0; x(τ0, ξ) = x0(ξ), Dτ,1x(τ0, ξ) = x1(ξ), (9.7)

is solved by

x(τ, ξ) =
λ(τ)2

λ(τ0)2
cos

(
λ(τ)ξ

1
2

∫ τ

τ0

λ(u)−1du

)
x0

(
λ(τ)2

λ(τ0)2
ξ

)

+ ξ−
1
2
λ(τ)

λ(τ0)
sin

(
λ(τ)ξ

1
2

∫ τ

τ0

λ(u)−1du

)
x1

(
λ(τ)2

λ(τ0)2
ξ

)
.

(9.8)

This implies the fundamental S (+1)-space propagation bounds

∥∥∥x1(τ, ξ)
∥∥∥

S
(1)

0

+
∥∥∥Dτ,1x1(τ, ξ)

∥∥∥
S

(1)

1

.

(
λ(τ0)

λ(τ)

)1−δ
·
[
‖x0‖S (1)

0

+ ‖x1‖S (1)

1

]
.

In particular, choosing ν small enough, this quantity decays faster than any prescribed negative power of τ.

On the other hand, for the inhomogeneous problem, we have a direct analogue of Prop. 8.5:

Proposition 9.2. Denoting by U(1)(τ, σ, ξ) Duhamel propagator for the inhomogeneous problem associated

toD2
τ,1
+ λ′

λ
Dτ,1 + ξ, we have

∥∥∥∥∥∥

∫ τ

τ0

U(1) (τ, σ, ξ) · y
(
σ,

λ2(τ)

λ2(σ)
ξ

)
dσ

∥∥∥∥∥∥
good

. ‖y‖goodsource ,
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where the norms are of course in the sense of angular momentum n = 1 functions. If y has principal singular

part of restricted type, so does the left hand side, and the norms can be adjusted accordingly.

We next analyze more closely the equation for the coefficient c+(τ) of the instability, and specifically the

delicate source term

lim
R→0

H+1 ε
1
+ (9.9)

there. Observe that this term is expected to decay at most like D+ε1
+ which means solving the ordinary

differential equation (9.3) will lead to a loss of two additional powers of τ-decay relative to the decay of

D+ε1
+.

To begin with, we render explicit the precise structure of the Fourier transform of the source termD+ (F+(1))

as far as the top order singular terms are concerned, in order to prepare the modulation step. This proposition

takes advantage of the fact that all bilinear null-form expressions in the non-linearity take real values, and

also of the fact that the structure simplifies since high angular momentum terms which contribute to low

angular momentum expressions have to come in pairs.

Proposition 9.3. Denote by F (1) the distorted Fourier transform at angular momentum n = 1 in the sense

of subsection 6.5. Assume that we have (6.54) and define Λ as before, with Λ ≪ 1. Finally, assume that the

distorted Fourier transforms of the ε±(n) (both for the |n| ≥ 2 and the exceptional modes) have restricted

principal singular type (and in particular, we have to define Λ by using ‖·‖good(r)). Then we can write

F (1) (D+ (F+(1)) (σ, ·)) (ξ) =
∑

±

∑

k=1,2

∑

i+ j≤N1

Ci, j

e±iνσξ
1
2

ξ
1
2
+ kν

2

(
log ξ

)i · γ(k, j,±) · β(k,i+ j)(σ) + y(σ, ξ), (9.10)

where y(τ, ξ) is a good source term at angular momentum n = 1 and such that all terms with k ∈ {1, 2}, l = 0

in the expansion of its singular part (according to Definition 7.36) vanish. The coefficients γ(k,i,±) are given

by the formulae

γ(k, j,±) =

∫ ∞

0

e±ix · (log x
) j · x− 1

2
+kν dx

for certain real coefficients Ci, j

Finally, we have the bound
∣∣∣β(k,i)(σ)

∣∣∣ . σ− 7
2
−3ν (logσ

)3N1 Λ2,

and the good source y(τ, ξ) can be decomposed into two parts

y(τ, ξ) = y1(τ, ξ) + y2(τ, ξ)

such that ∣∣∣y1(σ, ξ)
∣∣∣ . σ− 7

2
−3ν (logσ

)3N1 Λ2,
∥∥∥y2(σ, ξ)

∥∥∥
goodsource

. σ−5Λ2.

Remark 9.4. This proposition gives one precise obstruction to obtaining the desired decay for the c+(τ)-

coefficient, as far as the contributions from the source are concerned. In fact, it is precisely the first term on

the right in (9.10) which a priori leads to a poorly decaying contribution to c+(τ), upon application of the

wave parametrix stated in Lemma 9.1, as will become clear from the next lemma. However, this obstruction

lives in a finite dimensional vector space, and suitable choice of modulation parameters below will allow us

to eliminate it. We remark that the general setup we have used thus far can be rendered completely explicit

for the blow up solutions of [18].
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To continue, we now observe the following simple identity which expresses the delicate source term (9.9)

via the Fourier transform: setting

D+ε1
+(τ,R) =

∫ ∞

0

φ1(R, ξ) · x(τ, ξ) · ρ̃1(ξ) dξ,

we infer that (see (4.16) and (4.28))

− lim
R→0
D∗+D+ε1

+ = −
π

2
·
∫ ∞

0

x(τ, ξ) · ρ̃1(ξ) dξ. (9.11)

Let us apply the parametrix from Lemma 9.1 to the term (9.10), which is of course only the first approx-

imation to the true Fourier transform of D+ε1
+, into the preceding integral expression. We first make the

following basic observation:

Lemma 9.5. Denote by U(1) (τ, σ, ξ) the Duhamel propagator according to Lemma 9.1. Then setting

x(τ, ξ) =

∫ τ

τ0

U(1) (τ, σ, ξ) · F (1) (D+ (F+(1)) (σ, ·))
(
λ2(τ)

λ2(σ)
ξ

)
dσ,

we have (for an arbitrary large but finite number M and a smooth cutoff χξ<M)
∫ ∞

0

χξ<M x(τ, ξ)ρ̃1(ξ) dξ

=
∑

±

∑

k=1,2

∑

0≤ j1≤N1

∫ ∞

0

χξ<M

e±iντξ
1
2

ξ
kν
2

[
log

(
ξλ2(τ)

)] j1
dξ

·
∑

j2+i≤N1− j1

Ci, j1, j2γ
(k,i,±)

∫ τ

τ0

(
logσ

) j2

[
λ(σ)

λ(τ)

]νk
β(k, j1+ j2+i)(σ) dσ

+ c̃1(τ),

where the error satisfies

|c̃1(τ)| . τ−4−.

Note that the first integral can be written as (omitting certain constant coefficients)

∫ ∞

0

χξ<M

e±iντξ
1
2

ξ
kν
2

[
log

(
ξλ2(τ)

)] j1
dξ ≃∂τ


∫ ∞

0

χξ<M

e±iντξ
1
2

(±iν) · ξ 1+kν
2

[log(ξλ2(τ))] j1 dξ



−
∫ ∞

0

χξ<M

e±iντξ
1
2

(±iν) ξ
1+kν

2

(
log

(
λ(τ)2ξ

)) j1−1
τ−1 dξ

where, upon change of variable ξ 7→ τ2ξ and integration by parts, we have the bound (uniformly in M)
∣∣∣∣∣∣∣∣

∫ ∞

0

χξ<M

e±iντξ
1
2

(±iν) · ξ 1+kν
2

[
log

(
ξλ2(τ)

)] j1
dξ

∣∣∣∣∣∣∣∣
. τ−(1−kν) (log τ

)N1 .
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It follows that if we had for each j1 ∈ {0, . . . ,N1} the vanishing relations

∑

j2+i≤N1− j1

Ci, j1 , j2γ
(k,i,±)

∫ ∞

τ0

(
logσ

) j2 [λ(σ)]νk β(k, j1+ j2+i)(σ) dσ = 0, (9.12)

we could conclude in light of Proposition 9.3 that

∫ ∞

0

χξ<M x(τ, ξ)ρ̃1(ξ) dξ = ∂τγ + c̃+(τ),

where |γ(τ)| . τ− 7
2
− uniformly in M, which would be enough to recover (more than) the required bound for

c+ (upon passing to the limit M → ∞), up to a constant term9 which will be dealt with by modulation theory

as well. In fact, in light of (9.4), we get with h(τ) = ∂τγ after integration by parts

ν

∫ τ

τ0

σh(σ) dσ − ντ−ν−1

∫ τ

τ0

σ1+ν−1

h(σ) dσ = ντγ(τ) −
(
ντ0γ(τ0) + ν

∫ ∞

τ0

γ(σ) dσ

)

+ ν

∫ ∞

τ

γ(σ) dσ

+ τ−ν
−1

∫ τ

τ0

(ν + 1)σν
−1

γ(σ) dσ

+ ντ1+ν−1

0 τ−ν
−1

γ(τ0) − τγ(τ).

We shall achieve the desired canceling effects by exploiting suitable rotations on the target sphere.

9.1.3. The angular mode n = 0, equations on the physical side. .

Recall the equation

−
(
∂τ +

λτ

λ
R∂R

)2

ε0
+ −

λτ

λ

(
∂τ +

λτ

λ
R∂R

)
ε0
+ + H+0 ε

0
+ = F+(0), (9.13)

where we also focus on the +-case. Recall the representation

ε0
+(τ,R) = c0(τ)φ0(R) + φ0(R) ·

∫ R

0

[φ0(s)]−1D0ε
0
+(τ, s) ds,

9Recall that one function of the fundamental system is constant
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where we set D0 = ∂R +
1
R
· R2−1

R2+1
, and we recall φ0(R) = R

1+R2 . Commuting D0 past the equation results in

−

(
∂τ +

λ′

λ
R∂R

)2

+ 3
λ′

λ

(
∂τ +

λ′

λ
R∂R

)D0ε
0
+ + H̃+0D0ε

0
+

=D0 (F+(0)) − 4R

(R2 + 1)2

2
(
λ′

λ

)2

+

(
λ′

λ

)′ ε0
+

− λ
′

λ

4R

(R2 + 1)2

(
∂τ +

λ′

λ
R∂R

)
ε0
+ −

λ′

λ

(
∂τ +

λ′

λ
R∂R

) (
4R

(R2 + 1)2
ε0
+

)

+

2
(
λ′

λ

)2

+

(
λ′

λ

)′Dε0
+

=:D0 (F+(0)) + R0(ε0
+,Dε0

+) +

2
(
λ′

λ

)2

+

(
λ′

λ

)′Dε0
+.

(9.14)

The operator H̃+
0

is the super-symmetric cousin of the operator H+
0

, i. e. H̃+
0
= −D0D∗0. To complete things,

we analyze (9.13) around R = 0 to extract the evolution law governing the coefficient c0(τ) of the instability,

which becomes the following:

−
(
∂τ +

λ′

λ

)2

c+ −
λτ

λ

(
∂τ +

λ′

λ

)
c+ + lim

R→0
R−1H+0 ε

0
+ = lim

R→0
R−1F+(0) (9.15)

This time the key operator governing the evolution of the nonlinearity is given by

(
∂τ +

λ′

λ

)2

+
λτ

λ

(
∂τ +

λ′

λ

)

with fundamental system given by τ−1−ν−1

, τ−1−2ν−1

. Moreover, we can solve the equation

(
∂τ +

λ′

λ

)2

c +
λτ

λ

(
∂τ +

λ′

λ

)
c = h

by means of

c(τ) = ν

(
τ−1−ν−1

∫ τ

τ0

σ2+ν−1

h(σ) dσ − τ−1−2ν−1

∫ τ

τ0

σ2+2ν−1

h(σ) dσ

)
. (9.16)

9.1.4. Translation of the equation (9.14) to the Fourier side. From an algebraic standpoint, the situation

here is more complicated than the preceding case, since the transference operator is non-vanishing for n = 0,

and the spectral measure is only implicit. Introduce the auxiliary operator

D(0)
τ = ∂τ − 2

λτ

λ
ξ∂ξ −

λτ

λ

(ρ̃0(ξ))′ ξ

ρ̃0(ξ)
− λτ
λ
.

By means of it, we translate the equation (9.14) to the Fourier variables x(τ, ξ), which satisfies

D0ε
0
+(τ,R) =

∫ ∞

0

φ0(R, ξ) · x(τ, ξ) · ρ̃0(ξ) dξ,
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in perfect analogy to (8.1) as follows:

−
((
D(0)
τ

)2
+
λ′(τ)

λ(τ)
D(0)
τ + ξ

)
x

= F (0) (F±(0)) + 2
λ′(τ)

λ(τ)
K (0)

0
D(0)
τ x +

(
λ′(τ)

λ(τ)

)′
K (0)

0
x +

λ′(τ)

λ(τ)

[
D(0)
τ ,K (0)

0

]
x +

(
λ′(τ)

λ(τ)

)2 ((
K (0)

0

)2
+K (0)

0

)
x

+ F (0)
(
R0

(
ε0
+,Dε0

+

))

(9.17)

where K (0)

0
is the off-diagonal part of the transference operator associated with φ0(R, ξ).

In analogy to Lemma 9.1, we have

Lemma 9.6. The homogeneous initial value problem
((
D(0)
τ

)2
+
λ′

λ
D(0)
τ + ξ

)
x(τ, ξ) = 0, x(τ0, ξ) = x0(ξ), D(0)

τ x(τ0, ξ) = x1(ξ),

is solved by the function

x(τ, ξ) =
λ(τ)

λ(τ0)
·

(
ρ̃(0)

) 1
2

(
λ2(τ)

λ2(τ0)
ξ

)

(
ρ̃(0)

) 1
2 (ξ)

· cos

[
λ(τ)ξ

1
2

∫ τ

τ0

λ−1(u) du

]
· x0

(
λ2(τ)

λ2(τ0)
ξ

)

+

(
ρ̃(0)

) 1
2

(
λ2(τ)

λ2(τ0)
ξ

)

(
ρ̃(0)

) 1
2 (ξ)

· ξ− 1
2 sin

[
λ(τ)ξ

1
2

∫ τ

τ0

λ−1(u) du

]
· x1

(
λ2(τ)

λ2(τ0)
ξ

)

This implies the fundamental S (0)-space propagation bounds(recall the definition (6.24) of this norm)

‖x(τ, ξ)‖
S

(0)

0

+

∥∥∥∥D(0)
τ x(τ, ξ)

∥∥∥∥
S

(0)

1

.

(
λ(τ0)

λ(τ)

)1−δ
·
[
‖x0‖S (0)

0

+ ‖x1‖S (0)

1

]

In particular, choosing ν small enough, this quantity decays faster than any prescribed negative power of τ.

Furthermore, recalling Definition 8.11 , we have the following analogue of Prop. 9.2:

Proposition 9.7. Denoting by U(0) (τ, σ, ξ) Duhamel propagator for the inhomogeneous problem associated

to
(
D(0)
τ

)2
+ λ′

λ
D(0)
τ + ξ, we have

∥∥∥∥∥∥

∫ τ

τ0

U(0) (τ, σ, ξ) · y
(
σ,

λ2(τ)

λ2(σ)
ξ

)
dσ

∥∥∥∥∥∥
good

. ‖y‖goodsource ,

where the norms are of course in the sense of angular momentum n = 0 functions. If y has principal singular

part of restricted type, so does the left hand side, and the norms can be adjusted accordingly.

Continuing in the vein of the case n = 1, we next consider the analogue of (9.9), which is the source term

lim
R→0

R−1H+0 ε
0
+ = lim

R→0
R−1D∗0D0ε

0
+ = c

∫ ∞

0

x(τ, ξ) · ρ̃0(ξ) dξ (9.18)
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for a suitable real number c , 0. To proceed, we use a proposition analogous to Prop. 9.3, which differs

subtly in the low frequency regime:

Proposition 9.8. Denote by F (0) the distorted Fourier transform at angular momentum n = 0 in the sense

of subsection 6.5. Assume that we have (6.54) and define Λ as before, with Λ ≪ 1. Finally, assume that the

distorted Fourier transforms of the ε±(n) (both for the |n| ≥ 2 and the exceptional modes) have restricted

principal singular type (and in particular, we have to define Λ by using ‖·‖good(r)). Then we can write

F (0) (D0 (F+(0)) (σ, ·)) (ξ) =
∑

±

∑

k=1,2

∑

i+ j≤N1

Ci, j

e±iνσξ
1
2

ξ1+ kν
2

(
log ξ

)i · γ(k, j,±) · β(k,i+ j)(σ) + y(σ, ξ), (9.19)

where y(τ, ξ) is a good source term at angular momentum n = 1 and such that all terms with k ∈ {1, 2}, l = 0

in the expansion of its singular part (according to Definition 7.36) vanish. The coefficients γ(k,i,±) are given

by the formulae

γ(k, j,±) =

∫ ∞

0

e±ix · (log x
) j · x− 1

2
+kν dx

for certain real coefficients Ci, j

Finally, we have the bound
∣∣∣β(k,i)(σ)

∣∣∣ . σ−4−3ν (logσ
)3N1 Λ2,

and the good source y(τ, ξ) can be decomposed into two parts

y(τ, ξ) = y1(τ, ξ) + y2(τ, ξ)

such that ∣∣∣y1(σ, ξ)
∣∣∣ . σ−4−3ν (logσ

)3N1 Λ2,
∥∥∥y2(σ, ξ)

∥∥∥
goodsource

. σ−5Λ2.

From here we can again infer the main obstruction to obtaining a good bound for the source term (9.18)

in the ODE (9.15):

Lemma 9.9. Denote by U(0) (τ, σ, ξ) the Duhamel propagator according to Lemma 9.6. Then setting

x(τ, ξ) =

∫ τ

τ0

U(0) (τ, σ, ξ) · F (0) (D0 (F+(0)) (σ, ·))
(
λ2(τ)

λ2(σ)
ξ

)
dσ,

we have (for an arbitrary large but finite number M and a smooth cutoff χξ<M)
∫ ∞

0

χξ<M x(τ, ξ)ρ̃0(ξ) dξ

=
∑

±

∑

k=1,2

∑

0≤ j1≤N1

∫ ∞

0

χξ<M

e±iντξ
1
2

ξ
1
2
+ kν

2

[
log

(
ξλ2(τ)

)] j1
(ρ̃0)

1
2 (ξ) dξ

·
∑

j2+i≤N1− j1

Ci, j1, j2γ
(k,i,±)

∫ τ

τ0

(
logσ

) j2

[
λ(σ)

λ(τ)

]νk
β(k, j1+ j2+i)(σ) dσ

+ c̃0(τ),

where the error satisfies

|c̃0(τ)| . τ−4−.
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Observe that the smooth cutoff χξ<M ensures that the first integral in fact has a uniform bound in M, and

in fact we have
∣∣∣∣∣∣∣∣

∫ ∞

0

χξ<M

e±iντξ
1
2

ξ
1
2
+ kν

2

[
log

(
ξλ2(τ)

)] j1
(ρ̃0)

1
2 (ξ) dξ

∣∣∣∣∣∣∣∣
. τ−(1−kν) (log τ

)N1 ,

as one sees by inserting the smooth cutoffs χ
τξ

1
2 .1

, χ
τξ

1
2 &1

, and performing integration by parts in case of

inserting the latter cutoff. As in the case n = 1, we could infer the good bound
∣∣∣∣∣
∫ ∞

0

χξ<M x(τ, ξ)ρ̃0(ξ) dξ

∣∣∣∣∣ . τ
−4−,

in case we could enforce the vanishing conditions

∑

j2+i≤N1− j1

Ci, j1 , j2γ
(k,i,±)

∫ ∞

τ0

(
logσ

) j2 [λ(σ)]νk β(k, j1+ j2+i)(σ) dσ = 0, (9.20)

in case j1 = 0, 1, . . . ,N1.

The required cancellations here shall be enforced by exploiting scaling invariance, as well as the one

remaining rotation on the target.

9.1.5. The angular mode n = −1, equations on the physical side. Finally, we turn to the equation for the

n = −1 angular momentum mode, which we recall is given by

−
(
∂τ +

λτ

λ
R∂R

)2

ε−1
+ −

λτ

λ

(
∂τ +

λτ

λ
R∂R

)
ε−1
+ + H+−1ε

−1
+ = F+(−1), (9.21)

where we also focus on the +-case. Recall the representation

ε−1
+ (τ,R) = c−1(τ)φ−1(R) + φ−1(R) ·

∫ R

0

[
φ−1(s)

]−1D−ε−1
+ (τ, s) ds,

where we setD− = ∂R − 2
R
+ 2R

1+R2 , and we recall φ−1(R) = R2

1+R2 . CommutingD− past the equation results in

−
(
∂τ +

λτ

λ
R∂R

)2

D−ε−1
+ − 3

λτ

λ

(
∂τ +

λτ

λ
R∂R

)
D−ε−1

+ + H̃+−1ε
−1
+ −

2
(
λ′

λ

)2

+

(
λ′

λ

)′D−ε−1
+

= −λτ
λ

8R

(1 + R2)2

(
∂τ +

λτ

λ
R∂R

)
ε−1
+ +

(
λ′

λ

)2

·
(

4R

(1 + R2)2
− 16R

(1 + R2)3

)
ε−1
+

− 4R

(1 + R2)2

(
λ′

λ

)′
ε−1
+ +D− (F+(−1))

=: R−1
+

(
ε−1
+ ,D−ε−1

+

)
+D− (F+(−1)).

(9.22)

Here we recall that the ’super-symmetrical;’ operator H̃+−1
ε1
+ = −D−D∗−, i. e. the factors have been switched

compared to H+−1
. The preceding equation gets complemented by the one for c−(τ) which arises by analyzing
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the terms vanishing to lowest order at the origin in (9.21), namely those vanishing to second order:

−
(
∂τ + 2

λ′

λ

)2

c− −
λ′

λ

(
∂τ + 2

λ′

λ

)
c− + lim

R→0
R−2H+−1ε

−1
+ = lim

R→0
R−2F+(−1) (9.23)

The operator here occurring on the left

(
∂τ + 2

λ′

λ

)2

+
λ′

λ

(
∂τ + 2

λ′

λ

)

admits the fundamental system {τ−2−2ν−1

, τ−2−3ν−1}, and the corresponding inhomogeneous problem

(
∂τ + 2

λ′

λ

)2

c−1 +
λ′

λ

(
∂τ + 2

λ′

λ

)
c−1 = h

is solved by the explicit expression

c−1(τ) = ν

(
τ−2−2ν−1

∫ τ

τ0

σ3+2ν−1

h(σ) dσ − τ−2−3ν−1

∫ τ

τ0

σ3+3ν−1

h(σ) dσ

)
. (9.24)

9.1.6. Translation of the equation (9.22) to the Fourier side. The situation here is formally quite analogous

to the one in the case n = 0, except the asymptotics of the spectral measure are quite different. Introduce the

auxiliary operator

D(−1)
τ = ∂τ − 2

λτ

λ
ξ∂ξ −

λτ

λ

(ρ̃−1(ξ))′ ξ

ρ̃−1(ξ)
− λτ
λ
.

By means of it, we translate the equation (9.14) to the Fourier variables x(τ, ξ), which satisfies

D−ε−1
+ (τ,R) =

∫ ∞

0

φ−1(R, ξ) · x(τ, ξ) · ρ̃−1(ξ) dξ,

in perfect analogy to (8.1) as follows:

−
((
D(−1)
τ

)2
+
λ′(τ)

λ(τ)
D(−1)
τ + ξ

)
x

= F (−1) (F+(−1)) + 2
λ′(τ)

λ(τ)
K (−1)

0
D(−1)
τ x +

(
λ′(τ)

λ(τ)

)′
K (−1)

0
x +

λ′(τ)

λ(τ)

[
D(−1)
τ ,K (−1)

0

]
x +

(
λ′(τ)

λ(τ)

)2 ((
K (−1)

0

)2
+K (−1)

0

)
x

+ F (−1)
(
R−1

(
ε−1
+ ,D−ε−1

+

))

(9.25)

where K (−1)

0
is the off-diagonal part of the transference operator associated with φ−1(R, ξ).

The evolution under the linear operator on the left is described by the following

Lemma 9.10. The homogeneous initial value problem
((
D(−1)
τ

)2
+
λ′

λ
D(−1)
τ + ξ

)
x(τ, ξ) = 0, x(τ0, ξ) = x0(ξ), D(−1)

τ x(τ0, ξ) = x1(ξ)



320 JOACHIM KRIEGER, SHUANG MIAO, AND WILHELM SCHLAG

is solved by the function

x(τ, ξ) =
λ(τ)

λ(τ0)
·

(ρ̃−1)
1
2

(
λ2(τ)

λ2(τ0)
ξ

)

(ρ̃−1)
1
2 (ξ)

· cos

[
λ(τ)ξ

1
2

∫ τ

τ0

λ−1(u) du

]
· x0

(
λ2(τ)

λ2(τ0)
ξ

)

+

(ρ̃−1)
1
2

(
λ2(τ)

λ2(τ0)
ξ

)

(ρ̃−1)
1
2 (ξ)

· ξ− 1
2 sin

[
λ(τ)ξ

1
2

∫ τ

τ0

λ−1(u) du

]
· x1

(
λ2(τ)

λ2(τ0)
ξ

)

This implies the fundamental S (0)-space propagation bounds (recall the definition (6.22) of this norm)

‖x(τ, ξ)‖
S

(−1)

0

+

∥∥∥∥D(−1)
τ x(τ, ξ)

∥∥∥∥
S

(−1)

1

.

(
λ(τ0)

λ(τ)

)1−δ
·
[
‖x0‖S (−1)

0

+ ‖x1‖S (−1)

1

]

In particular, choosing ν small enough, this quantity decays faster than any prescribed negative power of τ.

Again in light of Definition 8.11 , we have the following analogue of Prop. 9.2:

Proposition 9.11. Denoting by U(−1) (τ, σ, ξ) Duhamel propagator for the inhomogeneous problem associ-

ated to
(
D(−1)
τ

)2
+ λ′

λ
D(−1)
τ + ξ, we have

∥∥∥∥∥∥

∫ τ

τ0

U(−1)(τ, σ, ξ) · y
(
σ,

λ2(τ)

λ2(σ)
ξ

)
dσ

∥∥∥∥∥∥
good

. ‖y‖goodsource ,

where the norms are of course in the sense of angular momentum n = −1 functions. If y has principal

singular part of restricted type, so does the left hand side, and the norms can be adjusted accordingly.

Finally, we analyze the delicate term limR→0 R−2H+−1
ε−1
+ in (9.23), for which we have the customary

relation

lim
R→0

R−2H+−1ε
−1
+ = d

∫ ∞

0

x(τ, ξ) · ρ̃−1(ξ) dξ

for suitable d , 0, provided x(τ, ξ) represents the distorted Fourier transform of D−ε−1
+ . In order to control

this, we again need to understand the most singular terms in the source, which result in poorly temporally

decaying contributions to the preceding expression:

Proposition 9.12. Denote by F (−1) the distorted Fourier transform at angular momentum n = −1 in the

sense of subsection 6.5. Assume that we have (6.54) and define Λ as before, with Λ ≪ 1. Finally, assume

that the distorted Fourier transforms of the ε±(n) (both for the |n| ≥ 2 and the exceptional modes) have

restricted principal singular type (and in particular, we have to define Λ by using ‖·‖good(r)). Then we can

write

F (−1) (D0 (F+(−1)) (σ, ·)) (ξ) =
∑

±

∑

k=1,2

∑

i+ j≤N1

Ci, j

e±iνσξ
1
2

ξ
3
2
+ kν

2

(
log ξ

)i · γ(k, j,±) · β(k,i+ j)(σ) + y(σ, ξ), (9.26)

where y(τ, ξ) is a good source term at angular momentum n = −1 and such that all terms with k ∈ {1, 2}, l = 0

in the expansion of its singular part (according to Definition 7.36) vanish. The coefficients γ(k,i,±) are given
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by the formulae

γ(k, j,±) =

∫ ∞

0

e±ix · (log x
) j · x− 1

2
+kν dx

for certain real coefficients Ci, j

Finally, we have the bound
∣∣∣β(k,i)(σ)

∣∣∣ . σ−4−3ν (logσ
)3N1 Λ2,

and the good source y(τ, ξ) can be decomposed into two parts

y(τ, ξ) = y1(τ, ξ) + y2(τ, ξ)

such that ∣∣∣y1(σ, ξ)
∣∣∣ . σ−4−3ν (logσ

)3N1 Λ2,
∥∥∥y2(σ, ξ)

∥∥∥
goodsource

. σ−5Λ2.

As in the preceding cases, we then infer the following structure result for the truncated integral expressing

limR→0 R−2H+−1
ε−1
+ :

Lemma 9.13. Denote by U(−1) (τ, σ, ξ) the Duhamel propagator according to Lemma 9.10. Then setting

x(τ, ξ) =

∫ τ

τ0

U(−1) (τ, σ, ξ) · F (−1) (D− (F+(−1)) (σ, ·))
(
λ2(τ)

λ2(σ)
ξ

)
dσ,

we have (for an arbitrary large but finite number M and a smooth cutoff χξ<M)
∫ ∞

0

χξ<M x(τ, ξ)ρ̃−1(ξ) dξ

=
∑

±

∑

k=1,2

∑

0≤ j1≤N1

∫ ∞

0

χξ<M

e±iντξ
1
2

ξ
1
2
+ kν

2

[
log

(
ξλ2(τ)

)] j1
(ρ̃−1)

1
2 (ξ) dξ

·
∑

j2+i≤N1− j1

Ci, j1, j2γ
(k,i,±)

∫ τ

τ0

(
logσ

) j2

[
λ(σ)

λ(τ)

]νk
β(k, j1+ j2+i)(σ) dσ

+ c̃−1(τ),

where the error satisfies

|c̃−1(τ)| . τ−4−.

As before the preceding implies the bound
∣∣∣∣∣
∫ ∞

0

χξ<M x(τ, ξ)ρ̃−1(ξ) dξ

∣∣∣∣∣ . τ
−4−,

in case we could enforce the vanishing conditions

∑

j2+i≤N1− j1

Ci, j1 , j2γ
(k,i,±)

∫ ∞

τ0

(
logσ

) j2 [λ(σ)]νk β(k, j1+ j2+i)(σ) dσ = 0, (9.27)

in case j1 = 0, 1, . . . ,N1.
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9.2. The modulation step for the exceptional modes; forcing the vanishing conditions. In this subsec-

tion, we introduce the final tool which will allow us to close all the estimates introduced gradually in the

preceding. Specifically, recalling the decomposition of our Wave Map

Ψ = Φ + ΠΦ⊥ϕ + a (ΠΦ⊥ϕ)Φ

= Φ + ϕ1E1 + ϕ2E2 + a (ΠΦ⊥ϕ)Φ,

we modify this by applying a re-scaling Sc(t), and a rotation Rα(t),β(t)

h(t)
as well as a Lorentz transform Lv(t) to

the full expression. For technical reasons, the Lorentz transform as well as the scaling will be chosen to be

constant from some time t1 < t0, where t0 is the initial time for the perturbation. In fact, there will be a lot

of flexibility in choosing these modulation parameters, since their role will be to enforce certain moment

conditions, which are in effect time integrals of these functions multiplied against certain weights10. In total,

we shall then pass to the following ansatz

Ψ = Lv(t)Rα(t),β(t)

h(t)
Sc(t) (Φ + ϕ1E1 + ϕ2E2 + a (ΠΦ⊥ϕ)Φ) , Φ =


sin U cos θ

sin U sin θ

cos U

 , (9.28)

whence a complete description of the Wave Map evolution shall consist of the tuple of functions

{ϕ1, ϕ2, α(t), β(t), h(t), c(t), v1(t), v2(t)},
where in turn φ1,2 are described in terms of ε± = ϕ1 ∓ iϕ2, each in turn decomposed into angular momentum

n pieces, which are described and measured as in the preceding. While the equation for ϕ1,2 is exactly

identical in the case of constant coefficients α etc, the time dependence of these will introduce additional

source terms. In the sequel, we shall analyze the different modulations parameters and the effect they have

to leading order on the equations. Since the leading order effect will be linear, we can treat the contribution

of each modulation parameter separately, which will clarify the analysis. We emphasize that our version of

modulation theory differs from the more standard kind, where usually the action of the symmetries on the

bulk part Q are used to enforce various vanishing conditions on fixed time slices. In our version, the action

of the symmetries on the singular part of the profile U (and thus, a lower order term) are used to counteract

singular terms arising via interactions between the perturbation and U, and the vanishing conditions refer to

suitable time integrals.

9.2.1. The contribution of the rotations α(t), β(t). Our convention shall be that the angle α(t) corresponds

to the rotation


cos α(t) 0 sinα(t)

0 1 0

− sinα(t) 0 cos α(t)

 ,

while the angle β(t) corresponds to


0 1 0

0 cos β(t) sin β(t)

0 − sin β(t) cos β(t)

 .

10However, their terminal values will be uniquely determined, of course
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It turns out that modulating on α contributes both in terms of the effect on the bulk profile Q as well as on

the singular terms in U, where we recall that the polar angle U of the unperturbed blow up solution is given

by

U = Q(R) + ǫ, Q(R) = 2 arctan R.

In order to simplify the computations at first, we start by considering the effect of Rα(t),0

0
. Denoting by (∂2

t )′

only those terms where at least one derivative falls on α(t), we compute

(
∂2

t

)′ (Rα(t),0

0
Φ
)
= Rα(t),0

0
α′′(t)


cosα(t) 0 − sinα(t)

0 1 0

sin α(t) 0 cosα(t)




− cos θ sin U sin α + cos U cosα

0

− cos θ sin U cos α − cos U sinα



+ 2α′(t)λ′(t)rQ′(R)Rα(t),0

0


cosα(t) 0 − sinα(t)

0 1 0

sin α(t) 0 cosα(t)




− cos θ cos U sin α − sin U cosα

0

− cos θ cos U cos α + sin U sinα



+ 2α′(t)λ · [ǫτ + ǫX] · Rα(t),0

0


cos α(t) 0 − sin α(t)

0 1 0

sinα(t) 0 cos α(t)




− cos θ cos U sinα − sin U cos α

0

− cos θ cos U cosα + sin U sinα



Here we have introduce the new variable X := ντ − R = λ · (t − r), whence the singularity of ǫ across the

light cone gets expressed in terms of X. We simplify the terms as follows:


cosα(t) 0 − sinα(t)

0 1 0

sinα(t) 0 cosα(t)




− cos θ sin U sinα + cos U cos α

0

− cos θ sin U cosα − cos U sin α

 =


cos U

0

− cos θ sin U




cosα(t) 0 − sinα(t)

0 1 0

sinα(t) 0 cosα(t)




− cos θ cos U sinα − sin U cos α

0

− cos θ cos U cosα + sin U sin α

 =

− sin U

0

− cos θ cos U



Also recall the customary change of temporal variables

τ =

∫ ∞

t

λ(s) ds −→ dτ

dt
= −λ,

whence

α′(t) = −λα′(τ), α′′(t) = λ2α′′(τ) + λλτα
′(τ),

2α′(t)λ′(t)rQ′(R) = 2λ2α′(τ)λτrQ′(R) = 2λ2α′(τ)
λτ

λ
RQ′(R)

In order to translate things to the (ε1,2)-coordinates, we expand things in terms of the (E1,2,Φ)-frame, where

we recall the formulae

E1 =


cos θ cos U

sin θ cos U

− sin U

 , E2 =


− sin θ

cos θ

0

 .


cos U

0

− cos θ sin U

 = cos θ · E1 + (− sin θ cos U) · E2 + (∗) · Φ,



324 JOACHIM KRIEGER, SHUANG MIAO, AND WILHELM SCHLAG


− sin U

0

− cos θ cos U

 = 0 · E1 + sin θ sin U · E2 + (∗) · Φ.

This implies that the n = 1 component in the source term of the equation for ε1
+ = ϕ

(1)

1
− iϕ

(1)

2
due to

modulation in α is given by (after division by λ2)

λ−2α′′(t) ·
(
1

2
− i · i

2
cos U

)
+ 2α′(τ)

λτ

λ
RQ′(R) ·

(
0 + i · i

2
sin U

)
(9.29)

+ α′(τ) · [ǫτ + ǫX] · sin U

=
α′′(τ) +

λτ
λ
α′(τ)

2
· (1 + cos U) − α′(τ)

λτ

λ
RQ′(R) sin U (9.30)

+ α′(τ) · [ǫτ + ǫX] · sin U. (9.31)

Recalling (9.3), we now analyze the principal contributions of the preceding expression to the term limR→0 F+(1),

as well as the term limR→0 H+
1
ε1
+, where the latter term requires evaluation of the wave parametrix (for the

n = +1 mode) on D+ ((9.29)). We shall distinguish between the contribution of the first line (9.30) in the

last expression in (9.29), i. e. the smooth part, and the last term (9.31) (involving ǫτ + ǫX), which is the

non-smooth part.

(i): Contribution of (9.30) to limR→0 F+(1). This follows directly from the fact that U(τ, 0) = 0, and so

this contribution equals

α′′(τ) +
λτ

λ
α′(τ).

This expression is that one source term for the ODE governing the evolution of c+(τ), according to (9.3).

(ii): Contribution of (9.30) to limR→0 H+
1
ε1
+. Here we apply D+ to the extra source term and then the

wave parametrix (after translating things to the Fourier side), and then we extract the leading behavior. Since

we only care about the leading order behavior, and ǫ decays in time like τ−1, we replace U by Q(R), the bulk

profile. Note that

cos Q(R) = cos2(arctan R) − sin2(arctan R) =
1 − R2

1 + R2
,

and so 1+cos U
2
= 1

1+R2 , which is of course killed by D+. Next, we have

RQ′(R) sin Q(R) =
2R

1 + R2
· 2R

1 + R2
=

4R2

(1 + R2)2
=

4

1 + R2
− 4

(1 + R2)2
.

We conclude that to leading order we have

D+
(
−α′(τ)

λτ

λ
RQ′(R) sin U

)
= +α′(τ)

λτ

λ
D+

(
4

(1 + R2)2

)
,
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which is a new source term in the wave equation for D+ε1
+ due to modulating in α.

Apply now the wave parametrix according to Lemma 9.1, which results in the integral
∫ τ

τ0

λ(τ)

λ(σ)
· ξ− 1

2 sin

[
λ(τ)ξ

1
2

∫ τ

σ

λ−1(u) du

]
· F (1)

(
α′(σ)

λσ

λ
D+

(
4

(1 + R2)2

)) (
λ2(τ)

λ2(σ)
ξ

)
dσ

To extract the main contribution from this term, we perform integration by parts with respect to σ, which

produces a boundary term at σ = τ, as well as a negligible boundary term at σ = τ0 and a better term with

an extra σ-derivative falling on the Fourier transform. Relegating the treatment of all these errors to later,

we then wind up with the principal term

−1

ξ
· F (1)

(
α′(τ)

λτ(τ)

λ(τ)
D+

(
4

(1 + R2)2

))
(ξ),

which contributes the term

−
∫ ∞

0

1

ξ
· F (1)

(
α′(τ)

λτ(τ)

λ(τ)
D+

(
4

(1 + R2)2

))
(ξ)ρ̃1(ξ) dξ

to the term limR→0 H+
1
ε1
+. We claim that this can be rendered more explicit. To begin with, we can replace

4
(1+R2)2 by 4

(1+R2)2 − c
1+R2 for arbitrary c. Then we pick c in such a way that

4

(1 + R2)2
− c

1 + R2
= D∗+g

where g is such that
∫ ∞

0

(
F (1)g

)
(ξ)ρ̃1(ξ) dξ converges. Specifically, recall that

D∗+ = −∂R −
1

R
+

2R

1 + R2
,

which annihilates ψ(R) = 1+R2

R
, and so we can set

g(R) = −R2 + 1

R
·
∫ R

0

s

s2 + 1
·
(

4

(1 + s2)2
− c

1 + R2

)
ds =

R2 + 1

R
·
(

1

(1 + R2)2
− c

2(1 + R2)

) ∣∣∣R
0

=
R2 + 1

R
· 1 − (1 + R2)

(1 + R2)2

= − R

1 + R2
,

provided we set c = 2. It follows that

−
∫ ∞

0

1

ξ
· F (1)

(
α′(τ)

λτ(τ)

λ(τ)
D+

(
4

(1 + R2)2

))
(ξ)ρ̃1(ξ) dξ

= −α′(τ)
λτ(τ)

λ(τ)
·
∫ ∞

0

1

ξ
· F (1) (D+D∗+g

)
(ξ)ρ̃1(ξ) dξ

= −α′(τ)
λτ(τ)

λ(τ)
·
∫ ∞

0

F (1) (g) (ξ)ρ̃1(ξ) dξ

= c0α
′(τ)

λτ(τ)

λ(τ)
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for certain constant c0. This is the leading order contribution to limR→0 H+
1
ε1
+ arising from modulating in

α(t).

(iii): Combined leading order contribution of (9.30) to (9.3). From (i) and (ii), this is seen to be the

equation

c′′+(τ) +
λτ

λ
c′+(τ) = −α′′(τ) + (c0 − 1)

λ′(τ)

λ(τ)
α′(τ).

which in light of (9.4)

c+(τ) = − ν
∫ τ

τ0

σ
(
α′′(σ) + (1 − c0)(1 + ν−1)σ−1α′(σ)

)
dσ

+ ντ−ν
−1

∫ τ

τ0

σ1+ν−1
(
α′′(σ) + (1 − c0)(1 + ν−1)σ−1α′(σ)

)
dσ.

The parameter α(τ) will be chosen such that α′(τ) is compactly supported in (τ0,∞). Therefore if we denote

by α∞ := α(∞) − α(τ0), we have

c+(τ) = ((1 + 2ν) − c0(1 + ν))α∞ + ντ
−ν−1

∫ ∞

τ0

σ1+ν−1

α′′(σ) dσ + (c0 − 1)(1 + ν)τ−ν
−1

∫ ∞

τ0

σν
−1

α′(σ) dσ

+ (1 + ν)τ−ν
−1

∫ ∞

τ

σν
−1

α′(σ) dσ + (1 − c0)(1 + ν)τ−ν
−1

∫ ∞

τ

σν
−1

α′(σ) dσ.

Except the term involving α∞, all the other terms on the RHS above decays rapidly in τ as τ → ∞. On

the other hand, since the operator d2

dτ2 +
λτ
λ

d
dτ

admits a constant fundamental solution. Therefore we choose

α∞ appropriately (using the flexibility of the moment condition satisfied by α′, which is weaker than the

ones for other modulation parameters except β) to cancel the constant fundamental solution such that c+(τ)

decays rapidly as τ→ ∞.

(iv): the contribution of (9.31) to limR→0 F+(1). This is negligible and in fact of order α′(τ)τ−N due to

the structure of ǫ.

(v): Contribution of (9.31) to limR→0 H+
1
ε1
+. Precisely, we shall want to use this term to cancel the

troublesome terms on the right in (9.10). For this, we shall use

Lemma 9.14. There is a function H(τ,R) coinciding with the function χR&τ · (9.31) near the light cone

R = ντ, and such that we have the formula

F (1) ((H) (σ, ·)) (ξ) =
∑

±

∑

k=1,2

∑

i+ j≤N1

Ci, j

e±iνσξ
1
2

ξ
1
2
+ kν

2

(
log ξ

)i · γ(k, j,±) · α
′(σ)

σ
1
2
+kν


∑

r≤N1−i− j

Di, j,r(σ) · logr σ

 + y(σ, ξ),

(9.32)

where y(τ, ξ) is a good source term at angular momentum n = 1 and such that all terms with k ∈ {1, 2}, l = 0

in the expansion of its singular part (according to Definition 7.36) vanish. Here Di, j,r(σ) are suitable

complex valued functions, and the numbers Ci, j, γ
(k, j,±) are defined exactly as in Prop. 9.3. In particular,
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applying the propagator U(1) (τ, σ, ξ), and setting

x(τ, ξ) =

∫ τ

τ0

U(1) (τ, σ, ξ)F (1) ((H) (σ, ·))
(
λ2(τ)

λ2(σ)
ξ

)
dσ,

we have
∫ ∞

0

χξ<M x(τ, ξ)ρ̃1(ξ) dξ

=
∑

±

∑

k=1,2

∑

0≤ j1≤N1

∫ ∞

0

χξ<M

e±iντξ
1
2

ξ
kν
2

[
log

(
ξλ2(τ)

)] j1
dξ

·
∑

j2+i≤N1− j1

Ci, j1 , j2γ
(k,i,±)

∫ τ

τ0

α′(σ)

σ
3
2
+kν

(
logσ

) j2

[
λ(σ)

λ(τ)

]νk 
∑

r≤N1−i− j1− j2

Di, j,r(σ) · logr σ

 dσ

+ c̃+(τ),

where the error satisfies

|c̃+(τ)| . τ−4−.

The preceding lemma is of course still not enough to force the vanishing relations (9.12), since α′(σ) is

real valued, but the other coefficients are mostly complex valued. This has to do with the fact that we have

neglected modulations in the angle β(t) up to now, which we do next. Since we will eventually prescribe a

number of moment conditions on α, β, we may as well assume that α is constant on the support of β in order

to simplify the computation, and equals its limiting value there. Denoting by
(
∂2

t

)′
only those terms where

at least one derivative falls on β(t),
(
∂2

t

)′ (Rα,β(t)

0
Φ
)

=Rα,β(t)

0
β′′(t)


cos α 0 − sinα

0 1 0

sinα 0 cosα

 ·


1 0 0

0 cos β(t) − sin β(t)

0 sin β(t) cos β(t)



·


0

− sin β sin θ sin U − cos β sinα cos θ sin U + cos U cosα cos β

− cos β sin θ sin U + sin β sin α sin U cos θ − cos U cos α sin β



+ Rα,β(t)

0
2β′(t)λ′(t)rQ′(R)


cosα 0 − sin α

0 1 0

sinα 0 cos α

 ·


1 0 0

0 cos β(t) − sin β(t)

0 sin β(t) cos β(t)



·


0

− sin β sin θ cos U − cos β sinα cos θ cos U − sin U cosα cos β

− cos β sin θ cos U + sin β sin α cos U cos θ + sin U cos α sin β



+ Rα,β(t)

0
2β′(t)λ(t) · [ǫτ + ǫX] ·


cos α 0 − sinα

0 1 0

sinα 0 cosα

 ·


1 0 0

0 cos β(t) − sin β(t)

0 sin β(t) cos β(t)





328 JOACHIM KRIEGER, SHUANG MIAO, AND WILHELM SCHLAG

·


0

− sin β sin θ cos U − cos β sinα cos θ cos U − sin U cosα cos β

− cos β sin θ cos U + sin β sin α cos U cos θ + sin U cos α sin β



We compute


cosα 0 − sinα

0 1 0

sinα 0 cosα

 ·


1 0 0

0 cos β(t) − sin β(t)

0 sin β(t) cos β(t)



·


0

− sin β sin θ sin U − cos β sin α cos θ sin U + cos U cos α cos β

− cos β sin θ sin U + sin β sin α sin U cos θ − cos U cosα sin β



=


sinα sin θ sin U

− sinα cos θ sin U + cos α cos U

− cosα sin θ sin U



as well as


cosα 0 − sinα

0 1 0

sinα 0 cos α

 ·


1 0 0

0 cos β(t) − sin β(t)

0 sin β(t) cos β(t)



·


0

− sin β sin θ cos U − cos β sin α cos θ cos U − sin U cosα cos β

− cos β sin θ cos U + sin β sinα cos U cos θ + sin U cos α sin β



=


sinα sin θ cos U

− sinα cos θ cos U − cosα sin U

− cosα sin θ cos U



We conclude that the contribution to the source term for ε1
+ coming from modulating in β is given by the

expression (after division by λ2)

− i cos α ·

β′′(τ) +

λτ
λ
β′(τ)

2
· (1 + cos U) − β′(τ)

λτ

λ
RQ′(R) sin U − β′(t)λ(t) · [ǫτ + ǫX] sin U

 (9.33)

As a consequence, proceeding in exact analogy to the angle α, we infer

(vi) Combined leading order contribution of smooth source terms generated by modulating in α, β to

(9.3). In analogy to (iii) before, this is given by the formula (setting β∞ := β(∞) − β(τ0))

c+(τ) = ((1 + 2ν) − c0(1 + ν)) (α∞ − iβ∞)

+ ντ−ν
−1

∫ ∞

τ0

σ1+ν−1 (
α′′(σ) − iβ′′(σ)

)
dσ + (c0 − 1)(1 + ν)τ−ν

−1

∫ ∞

τ0

σν
−1 (
α′(σ) − iβ′(σ)

)
dσ

+ (1 + ν)τ−ν
−1

∫ ∞

τ

σν
−1 (
α′(σ) − iβ′(σ)

)
dσ + (1 − c0)(1 + ν)τ−ν

−1

∫ ∞

τ

σν
−1 (
α′(σ) − iβ′(σ)

)
dσ.
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A similar analysis as in (iii) on the terminating value α∞− iβ∞ applies here. (It seems that when we consider

the combination of the α and β modulations, a coefficient like cosαin f ty is missing in front of β.)

(vii): The combined effect of modulating on α, β on limR→0 H+
1
ε1
+. Here by proceeding analogously for β

as for α, we conclude

Lemma 9.15. The same conclusion as in Lemma 9.14 obtains but with α replaced by α − iβ.

Up to this stage, we have only considered the effect that modulating in the angles α, β has on the n = 1

mode. However, there are also leading order effects on the n = −1 mode. Here only the effect of the singular

term matters, due to the rapid decay of the fundamental system describing the c−1(τ) evolution. Specifically,

in light of (9.23), we need to determine the leading order effect on limR→0 R−2H+−1
ε−1
+ arising after applying

the n = −1 parametrix to the singular source term generated by modulating in α, β:

(viii): The combined effect of modulating on α, β on the evolution on c−1(τ) via limR→0 R−2H+−1
ε−1
+ . We

formulate this directly in analogy to the last part of Lemma 9.14:

Lemma 9.16. There exists a function H(τ,R) coinciding with

D−
((

iβ′(τ) + α′(τ)
) · λ(τ)

λ
· [ǫτ + ǫX] · sin U

)

near the light cone R < ντ, and such that setting

x(τ, ξ) :=

∫ τ

τ0

U(−1) (τ, σ, ξ) · F (−1) (H (σ, ·))
(
λ2(τ)

λ2(σ)
ξ

)
dσ,

we have (where as usual χξ<M is a smooth cutoff)
∫ ∞

0

χξ<M x(τ, ξ)ρ̃−1(ξ) dξ

= −
∑

±

∑

k=1,2

∑

0≤ j1≤N1

∫ ∞

0

χξ<M

e±iντξ
1
2

ξ
1
2
+kν

[
log

(
ξλ2(τ)

)] j1
(ρ̃−1(ξ))

1
2 dξ

·
∑

j2+i≤N1− j1

Ci, j1 , j2γ
(k,i,±)

∫ τ

τ0

α′(σ) + iβ′(σ)

σ
3
2
+kν

(
logσ

) j2

[
λ(σ)

λ(τ)

]νk 
∑

r≤N1−i− j1− j2

Di, j,r · logr σ

 dσ

+ c̃−(τ),

where the error satisfies

|c̃−(τ)| . τ−4−.

The coefficients Ci, j1, j2 ,Di, j,r, γ
(k,i,±) are the same as in Lemma 9.14.

Lemma 9.16 and Lemma 9.15 give the principal effect of modulating on the angles α, β on the principal

ingoing singular part of the n = ∓1 modes and from there to the delicate source terms

lim
R→0

R−2H+−1ε
−1
+ , lim

R→0
H+1 ε

1
+
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in the ODEs for c−1(τ), c+1(τ). In order to force the vanishing conditions (9.12), (9.27), we have to com-

plement the effect of modulating on α, β by the effect of modulating on the Lorentz transform parameters

v1, v2.

9.2.2. The contribution of the Lorentz parameters v1(t), v2(t). Since the parameters will be very small (their

size depending on the initial perturbation), we shall neglect terms quadratic in the v j in the ensuing discus-

sion. This means that for some estimates, it is permissible to replace the Lorentz transform by the simpler

Galilean transform x −→ x − t · v, v =

(
v1

v2

)
. Of course as far as the effect of the Lorentz transform on the

singular terms is concerned, the precise structure will be of crucial importance. Observe that modulating

on the Lorentz parameters will affect both the n = +1 and the n = −1 modes. We first analyze the effect

on the bulk term Q and thereby directly on the evolution of c+(τ) via limR→0 F+(1) (compare with (9.3)),

and which will turn out to be of small order O(|v|2), and then we shall analyze the contribution to the source

terms

lim
R→0

R−2H+−1ε
−1
+ , lim

R→0
H+1 ε

1
+

via the effect on the singular part of U.

Effect of Lorentz modulating on the n = +1 mode via the bulk part. Here we may replace the bulk part

Q(R) by 2R, and neglecting terms which vanish at the origin R = 0, the bulk part Φ gets replaced by


λ(t)x1

λ(t)x2

1



which gets mapped into 
λ(t − x · v)(x1 − tv1)

λ(t − x · v)(x2 − tv2)

1

 .

Using
(
∂2

t

)′
as usual the operator where at least one derivative falls on a component v j(t), we infer

(
∂2

t

)′

λ(t − x · v)(x1 − tv1)

λ(t − x · v)(x2 − tv2)

1

 =

−2λ′(t) · tv′

1
(t) − λ(t) · (tv1)′′

−2λ′(t) · tv′
2
(t) − λ(t) · (tv2)′′

0

 + error,

where we again neglect terms quadratic in v and the terms which vanishes at R = 0. Projecting the preceding

onto the frame {E1, E2} and extracting the ϕ
(1)

1
− iϕ

(1)

2
-component leads after division by λ−2 and conversion

to the variable τ to

−ν [τv1,ττ + 2v1,τ − i(τv2,ττ + 2v2,τ)
] − (1 + ν)

[
v1,τ − iv2,τ

]

The contribution from the first bracket above to c+ is trivial in the leading order. In fact, for any twice

continuously differentiable function f (τ) with fτ = 0 for large enough τ and fτ(τ0) = 0, we have
∫ τ

τ0

σ · [σ fσσ + 2 fσ
]

dσ =

∫ τ

τ0

σ · (σ f )σσ dσ
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= σ(σ f )σ|ττ0
−

∫ τ

τ0

(σ f )σ dσ

= σ2 fσ|ττ0
+ σ f (σ)|ττ0

− σ f (σ)|ττ0
= 0

for large enough τ, and since we can impose these requirements on v1,2(σ). The contribution from the

second bracket is

− (1 + ν)

∫ τ

τ0

σ
(
v1,σ(σ) − iv2,σ(σ)

)
dσ

= − (1 + ν) (τ (v1(τ) − iv2(τ)) − τ0 (v1(τ0) − iv2(τ0))) + (1 + ν)

∫ τ

τ0

(v1(σ) − iv2(σ)) dσ.

In view of the moment condition satisfied by v1, v2, we don’t force the expression on the RHS above to

vanish, but instead we choose α∞ − iβ∞ appropriately (since the moment conditions satisfied by α, β are

weaker), to cancel both the non-trivial contribution of v1, v2 and the contribution from the constant funda-

mental solution of the operator d2

dτ2 +
λ′

λ
d
dτ

.

Effect of Lorentz modulating on the singular parts of the n = ±1 modes. Here we finally complete forcing

the vanishing conditions (9.12), (9.27) to leading order by combining the effects of modulating on the angles

α, β as well as on the Lorentz parameters. For this we have to analyze the leading order effect of Lorentz

transforming the singular term ǫ inherent in the bulk term U = Q+ǫ. Recall the definitions in subsection 7.1,

and write ǫ = ǫ(t, t − r) =: ǫ(t, X̃), where we have

X̃ = t − r =
t2 − r2

t + r

Then observe that setting X = t2−r2

2t
, we have

ǫ(t, X̃) = ǫ(t, X) + error,

where the error term is one degree smoother than the principal term ǫ(t, X), and thus in terms of the top order

singularity, it suffices to work with ǫ(t, X). We now determine the maximally singular error terms generated

by Lorentz modulating. Recalling that

Φ =


sin U cos θ

sin U sin θ

cos U

 =



sin U
x1√
x2

1
+x2

2

sin U
x2√
x2

1
+x2

2

cos U


, U = Q + ǫ,

and (neglecting terms quadratic in v) replacing x1 −→ x1 − tv1(t), x2 −→ x2 − tv2(t), t −→ tv := t − x · v(t),

while ǫ = ǫ(t, X), and denoting by (∂2
t )′ the operator where at least one derivative falls on a factor v j(t), we
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compute

(∂2
t )′

(Lv(t)Φ
)
=



cos(Q + ǫ)ǫX · ∂X
∂t
· −tv′

1√
(x1−tv1(t))2+(x2−tv2(t))2

cos(Q + ǫ)ǫX · ∂X
∂t
· −tv′

2√
(x1−tv1(t))2+(x2−tv2(t))2

0



+



cos(Q + ǫ)ǫX · ∂X
∂t
· −(−tv′

1
)(x1−tv1(t))2−(−tv′

2
)(x1−tv1(t))(x2−tv2(t))

[√
(x1−tv1(t))2+(x2−tv2(t))2

]3

cos(Q + ǫ)ǫX · ∂X
∂t
· −(−tv′

2
)(x2−tv2(t))2−(−tv′

1
)(x1−tv1(t))(x2−tv2(t))

[√
(x1−tv1(t))2+(x2−tv2(t))2

]3

0



+



cos(Q + ǫ)v′(t) · ∇v(tv)ǫtX
x1−tv1√

(x1−tv1(t))2+(x2−tv2(t))2

cos(Q + ǫ)v′(t) · ∇v(tv)ǫtX
x2−tv2√

(x1−tv1(t))2+(x2−tv2(t))2

− sin(Q + ǫ)v′(t) · ∇v(tv)ǫtX



+



cos(Q + ǫ)
[
(∂2

t )′X
]
ǫX

x1−tv1√
(x1−tv1(t))2+(x2−tv2(t))2

cos(Q + ǫ)
[
(∂2

t )′X
]
ǫX

x2−tv2√
(x1−tv1(t))2+(x2−tv2(t))2

− sin(Q + ǫ)
[
(∂2

t )′X
]
ǫX



+



cos(Q + ǫ)(∂t)
′X · ǫXX

x1−tv1√
(x1−tv1(t))2+(x2−tv2(t))2

cos(Q + ǫ)(∂t)
′X · ǫXX

x2−tv2√
(x1−tv1(t))2+(x2−tv2(t))2

− sin(Q + ǫ)(∂t)
′XǫXX



+ error,

(9.34)

where the last term denotes expressions that are either quadratic in v or one degree smoother than ǫX .

Observe that we can simplify the sum of the first two vectors on the right to


cos(Q + ǫ)ǫX · ∂X
∂t
· (−tv′

1
)(x2−tv2(t))2−(−tv′

2
)(x1−tv1(t))(x2−tv2(t))

[√
(x1−tv1(t))2+(x2−tv2(t))2

]3

cos(Q + ǫ)ǫX · ∂X
∂t
· (−tv′

2
)(x1−tv1(t))2−(−tv′

1
)(x1−tv1(t))(x2−tv2(t))

[
√

(x1−tv1(t))2+(x2−tv2(t))2]3

0


,

which, up to more regular terms, is equal to


cos UǫX ·
(
sin θ cos θv′

2
− sin2 θv′

1

)

cos UǫX ·
(
sin θ cos θv′

1
− cos2 θv′

2

)

0


= cos UǫX

(
− cos θv′2(t) + sin θv′1(t)

)
E2. (9.35)

Here we also used the fact that up to more regular terms and quadratic terms in v, we have ∂X
∂t
≃ 1. The last

three terms in (9.34) can be written as
(
v′(t) · ∇v(tv)ǫtX +

[
(∂2

t )′X
]
ǫX + (∂t)

′X · ǫXX

)
E1.
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Again up to the more regular terms as well as the quadratic terms in |v|, we have

(∂t)
′X ≃(t − r) ·

(
cos θv′1(t) + sin θv′2(t)

)
,

(∂2
t )′X ≃

(
cos θv′1(t) + sin θv′2(t)

)
,

v′(t) · ∇v(tv) ≃ − t
(
cos θv′1(t) + sin θv′2(t)

)

Therefore the last three terms in (9.34) is equal to, up to the more regular terms and the quadratic terms in

|v|, (
−t

(
cos θv′1(t) + sin θv′2(t)

)
ǫtX +

(
cos θv′1(t) + sin θv′2(t)

)
ǫX + (t − r) ·

(
cos θv′1(t) + sin θv′2(t)

)
ǫXX

)
E1

(9.36)

Moreover, a direct calculation shows

1

2π

∫ 2π

0

(
cos θv′1(t) + sin θv′2(t)

)
e±iθ dθ =

1

2

(
v′1(t) ± iv′2(t)

)
,

and

1

2π

∫ 2π

0

(
− cos θv′2(t) + sin θv′1(t)

)
e±iθ dθ = −1

2
v′2(t) ± i

2
v′1(t).

Interpreting the terms in (9.34) as Lv(t)Φ̃, and writing

Φ̃ = ϕ̃1E1 + ϕ̃2E2 + (∗)Φ,
we easily infer the following formula for the contribution to ϕ̃

(1)

1
− iϕ̃

(1)

2
:

ϕ̃
(1)

1
− iϕ̃

(1)

2
=

1

2
((t − r)ǫXX − tǫtX + ǫX) (v′1(t) − iv′2(t)) − 1

2
(cos U)ǫX(v′1(t) − iv′2(t)). (9.37)

Similarly, as for the contribution to the n = −1 mode, we find

ϕ̃
(−1)

1
− iϕ̃

(−1)

2
=

1

2
((t − r)ǫXX − tǫtX + ǫX) (v′1(t) + iv′2(t)) − 1

2
(cos U)ǫX(v′1(t) + iv′2(t)). (9.38)

Observe here that the expression (t − r)ǫXX − tǫtX + ǫX is again a type of singularity as described in subsec-

tion 7.1, specifically of type Q′. Normalizing things by dividing by λ−2, we can then formulate an analogue

of Lemma 9.16 , Lemma 9.15, which takes into account the combined effect of modulating on the angles

α, β as well as the Lorentz parameters v1, v2, in terms of the effect on the top order singular terms and their

contribution to the source terms for the ODEs governing c+(τ), c−(τ).

Lemma 9.17. There exists a function H(τ,R) coinciding with

D+
(
(9.31) + (9.33) + λ−2 · (9.37)

)

on the light cone R < ντ, and setting

x(τ, ξ) :=

∫ τ

τ0

U(1) (τ, σ, ξ) · F (1) (H(σ, ·))
(
λ2(τ)

λ2(σ)
ξ

)
dσ,

we have (where as usual χξ<M is a smooth cutoff)
∫ ∞

0

χξ<M x(τ, ξ)ρ̃1(ξ) dξ
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= −
∑

±

∑

k=1,2

∑

0≤ j1≤N1

∫ ∞

0

χξ<M

e±iντξ
1
2

ξ
kν
2

[
log

(
ξλ2(τ)

)] j1
dξ

·


∑

j2+i≤N1− j1

Ci, j1, j2γ
(k,i,±)

∫ τ

τ0

α′(σ) − iβ′(σ)

σ
3
2
+kν

(
logσ

) j2

[
λ(σ)

λ(τ)

]νk 
∑

r≤N1−i− j1− j2

Di, j,r(σ) · logr σ

 dσ

+
∑

j2+i≤N1− j1

Ci, j1, j2γ
(k,i,±)

∫ τ

τ0

v′
1
(σ) − iv′

2
(σ)

σ1+kν

(
logσ

) j2

[
λ(σ)

λ(τ)

]νk 
∑

r≤N1−i− j1− j2

D̃i, j,r(σ) · logr σ

 dσ



+ c̃+(τ),

where the error satisfies

|c̃+(τ)| . τ−4−.

The coefficients Ci, j1, j2 ,Di, j,r, γ
(k,i,±) are the same as in Lemma 9.14, while the D̃i, j,r are suitable complex

valued functions of σ

Replacing n = +1 by n = −1 and proceeding analogously to the preceding, we infer mutatis mutandis the

following formula (where we think of all parameters α, β, v1,2 as functions of τ, i. e. the re-scaled time):
∫ ∞

0

χξ<M x(τ, ξ)ρ̃−1(ξ) dξ

= −
∑

±

∑

k=1,2

∑

0≤ j1≤N1

∫ ∞

0

χξ<M

e±iντξ
1
2

ξ
1
2
+ kν

2

[
log

(
ξλ2(τ)

)] j1
(ρ̃−1(ξ))

1
2 dξ

·


∑

j2+i≤N1− j1

Ci, j1, j2γ
(k,i,±)

∫ τ

τ0

−α′(σ) − iβ′(σ)

σ
3
2
+kν

(
logσ

) j2

[
λ(σ)

λ(τ)

]νk 
∑

r≤N1−i− j1− j2

Di, j,r(σ) · logr σ

 dσ

+
∑

j2+i≤N1− j1

Ci, j1, j2γ
(k,i,±)

∫ τ

τ0

v′
1
(σ) + iv′

2
(σ)

σ1+kν

(
logσ

) j2

[
λ(σ)

λ(τ)

]νk 
∑

r≤N1−i− j1− j2

D̃i, j,r(σ) · logr σ

 dσ



+ c̃−(τ),

where the error satisfies

|c̃−(τ)| . τ−4−.

By taking advantage of the freedom to specify the quadruple of real valued functions α, β, v1, v2, we can

finally enforce the required vanishing conditions (9.27), (9.12):

Proposition 9.18. There are finite dimensional vector spaces V j, j = 1, 2, 3, 4 of C∞ functions for each

of α, β, v1, v2, such that ατ, βτ, v1,τ, v2,τ are compactly supported on some interval [τ0, τ1], τ0 < τ1, and

such that given complex valued functions β(k,r)(τ), k ∈ {1, 2}, r ∈ {0, 1, . . . ,N1}, β̃(k,r)(τ), k ∈ {1, 2}, r ∈
{0, 1, . . . ,N1}, there exist functions (α, β, v1, v2) ∈ ×4

j=1
V j, and such that setting

ζ(i+ j1+ j2 ,k)(σ) : =
α′(σ) − iβ′(σ)

σ
3
2
+kν

[
λ(σ)

λ(τ)

]νk 
∑

r≤N1−i− j1− j2

Di, j,r(σ) · logr σ
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+
v′

1
(σ) − iv′

2
(σ)

σ1+kν

[
λ(σ)

λ(τ)

]νk 
∑

r≤N1−i− j1− j2

D̃i, j,r(σ) · logr σ



η(i+ j1+ j2 ,k)(σ) : =
−α′(σ) − iβ′(σ)

σ
3
2
+kν

(
logσ

) j2

[
λ(σ)

λ(τ)

]νk 
∑

r≤N1−i− j1− j2

Di, j,r(σ) · logr σ



+
v′

1
(σ) + iv′

2
(σ)

σ1+kν

(
logσ

) j2

[
λ(σ)

λ(τ)

]νk 
∑

r≤N1−i− j1− j2

D̃i, j,r(σ) · logr σ

 ,

we haves the relations
∑

j2+i≤N1− j1

Ci, j1, j2γ
(k,i,±)

∫ ∞

τ0

[
β(k, j1+ j2+i)(σ) + ζ(i+ j1+ j2,k)(σ)

]
dσ = 0

∑

j2+i≤N1− j1

Ci, j1, j2γ
(k,i,±)

∫ ∞

τ0

[
β̃(k, j1+ j2+i)(σ) + η(i+ j1+ j2,k)(σ)

]
dσ = 0

Moreover, one can also independently prescribe the values of α∞ = limτ→∞ α(τ), β∞ = limβ→∞ β(τ) (com-

pare with (vi) in the preceding sub-subsection).

Verification of this proceeds by an elementary completely explicit computation, exploiting the fact that

for k = 1, 2, there are in fact only two logarithmic powers to consider.

At this stage, we the only obstructions left to force sufficient decay for all parameters at time τ = ∞
comes from (9.20), arising for the n = 0 mode. We shall force these by modulating in the remaining angle

h(t) as well as the scaling parameter, meaning replacing λ by λ̃.

9.2.3. The contribution of the remaining angle h(t) and scaling. At this point we have not yet exploited the

final remaining rotation which acts in terms of the angle h(t) via


cos h(t) − sin h(t) 0

sin h(t) cos h(t) 0

0 0 1



Alternatively, the effect on the bulk part will be that the angle θ in the representation Φ =


cos θ sin U

sin θ sin U

cos U



gets replaced by θ+ h(t). We compute (∂2
t )′Rh(t)Φ to leading order, where (∂2

t )′ means at least one derivative

hits h(t), and we only keep track of terms linear in h, and which are maximally singular at the light cone, i.

e. which contribute to the principal incoming part. This immediately leads to the term

h′(t)Rh(t) ◦ R−h(t)


− sin h(t) − cos h(t) 0

cos h(t) − sin h(t) 0

0 0 0

 ·


cos θ cos UǫX

sin θ cos UǫX

− sin UǫX
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= h′(t)Rh(t)


sin θ cos U

− cos θ cos U

0

 · ǫX + error.

and in terms of the frame {E1, E2}, we have

h′(t)


sin θ cos U

− cos θ cos U

0

 · ǫX = −h′(t) cos UǫXE2,

whence modulating in h contributes to leading order a term h′(t) cos UǫX to ϕ
(0)

2
, which constitutes the

imaginary part of the quantity

ε
(0)
+ = ϕ

(0)

1
− iϕ

(0)

2
.

In order to handle the real part, we have to use our final modulation parameter, namely scaling. Precisely,

let us set λ̃ = c(t) · λ(t) where λ(t) = t−1−ν, and where c(t0) = 1 and c′(t) is compactly supported on some

interval [t1, t0] with t1 > 0. Now computing
(
∂2

t

)′
Φc(t),

where the subscript denotes a space-time rescaling of the function, and
(
∂2

t

)′
indicates that at least one

derivative falls on c(t), we compute (again to leading order both in terms of its dependence on c(t) as well

as the singularity at the light cone), we get

(
∂2

t

)′
Φc(t) =


cos θ cos U

sin θ cos U

− sin U


c(t)

· (2c′ǫX + 2tcc′ǫtX + 2ǫXX(t − r)cc′
)
+ error,

where error also comprises top order singular terms depending linearly on c′ but which have an extra τ−1

smallness factor. Then the main term on the right will clearly only contribute to ϕ
(0)

1
, namely the term

2c′ǫX + 2tcc′ǫtX + 2ǫXX(t − r)cc′,

which up to smaller order terms can be equated with

c′ (2ǫX + 2tǫtX + 2(t − r)ǫXX) .

Combining the effects of modulating in h and in c, we find the following principal contribution to ϕ
(0)

1
− iϕ

(0)

2
:

c′ (2ǫX + 2tǫtX + 2(t − r)ǫXX) − ih′(t) cos UǫX

We can then formulate the final lemma giving the remaining contribution to the principal singular part at

angular momentum n = 0:

Lemma 9.19. There exists a function H(τ,R) coinciding with

D0

(
λ−2 [

c′ (2ǫX + 2tǫtX + 2(t − r)ǫXX) − ih′(t) cos UǫX

])

near the light cone R = ντ, and setting

x(τ, ξ) :=

∫ τ

τ0

U(0) (τ, σ, ξ) · F (0) (H(σ, ·))
(
λ2(τ)

λ2(σ)
ξ

)
dσ,
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we have (where as usual χξ<M is a smooth cutoff, and by abuse of notation, we interpret c, h as functions of

the re-scaled variable τ)

∫ ∞

0

χξ<M x(τ, ξ)ρ̃0(ξ) dξ

= −
∑

±

∑

k=1,2

∑

0≤ j1≤N1

∫ ∞

0

χξ<M

e±iντξ
1
2

ξ
1
2
+ kν

2

[
log

(
ξλ2(τ)

)] j1
(ρ̃0(ξ))

1
2 dξ

·


∑

j2+i≤N1− j1

Ci, j1 , j2γ
(k,i,±)

∫ τ

τ0

c′(σ)

σ1+kν

(
logσ

) j2

[
λ(σ)

λ(τ)

]νk 
∑

r≤N1−i− j1− j2

Ei, j,r(σ) · logr σ

 dσ

+
∑

j2+i≤N1− j1

Ci, j1, j2γ
(k,i,±)

∫ τ

τ0

ih′(σ)

σ1+kν

(
logσ

) j2

[
λ(σ)

λ(τ)

]νk 
∑

r≤N1−i− j1− j2

Ẽi, j,r(σ) · logr σ

 dσ



+ c0(τ),

where the error satisfies

|c0(τ)| . τ−4−.

Then we can formulate the analogue of Prop. 9.18 for the angular momentum n = 0 case:

Proposition 9.20. There are finite dimensional vector spaces W j, j = 1, 2 of real valued C∞ functions for

each of c′, h, such that c′, h are compactly supported on some interval [τ0, τ1], τ0 < τ1, and such that given

a complex valued function β(k,r)(τ), k ∈ {1, 2}, r ∈ {0, 1, . . . ,N1}, there exist functions (c′, h) ∈ ×2
j=1

W j, and

such that setting

ψ(i+ j1+ j2 ,k)(σ) : =
c′(σ)

σ1+kν

[
λ(σ)

λ(τ)

]νk 
∑

r≤N1−i− j1− j2

Ei, j,r(σ) · logr σ



+
ih′(σ)

σ1+kν

[
λ(σ)

λ(τ)

]νk 
∑

r≤N1−i− j1− j2

Ẽi, j,r(σ) · logr σ



we haves the relations
∑

j2+i≤N1− j1

Ci, j1 , j2γ
(k,i,±)

∫ ∞

τ0

(
logσ

) j2
[
β(k, j1+ j2+i)(σ) + ψ(i+ j1+ j2 ,k)(σ)

]
dσ = 0.

Taking advantage of Prop. 9.20, Prop. 9.18, we can finally formulate the analogue of the key result

Prop. 8.12 in the context of the exceptional modes n = 0,±1.

9.3. The final estimates for the source terms arising for the exceptional modes, both away from and

near the light cone. Recalling the tools and methods from section 6.7 as well as section 7, and the preceding

modulation techniques, we can finally formulate the analogues of Prop. 6.23, Prop. 6.24, Prop. 6.28 as well

as Prop. 8.12. Recall the ansatz (9.28). Then in analogy to (7.21) (which is in fact valid for all angular

momenta), we have modified equations with our new representation of the solution, which take into account
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the time dependence of the modulation parameters. In case of angular momenta |n| ≥ 2, where (7.21) is

indeed the relevant equation, let us write the new equations in the final form

−
((
∂τ +

λτ

λ
R∂R

)2

+
λτ

λ

(
∂τ +

λτ

λ
R∂R

))
ε±(n) + H±n ε±(n) = F±(n) +G±(n), (9.39)

where the term G±(n) takes into account the additional terms generated by modulating and at angular mo-

mentum |n| ≥ 2. For the exceptional modes, we write the corresponding equations in the form

−
(
∂τ +

λτ

λ
R∂R

)2

Dnε
n
+ − 3

λτ

λ

(
∂τ +

λτ

λ
R∂R

)
Dnε

n
+ + H̃+nDnε

n
+ −

2
(
λ′

λ

)2

+

(
λ′

λ

)′Dnε
n
+

=: Rn
+

(
εn
+,Dnε

n
+

)
+Dn (F+(n)) +Dn (G+(n)) ,

(9.40)

to be complemented by the evolution equations for the unstable modes (9.3), (9.15), (9.23), where of course

F+(n) gets replaced by F+(n) +G+(n). Also introduce the notation

−
(
∂τ +

λτ

λ
R∂R

)2

Dnε
n
+ − 3

λτ

λ

(
∂τ +

λτ

λ
R∂R

)
Dnε

n
+ + H̃+1Dnε

n
+ −

2
(
λ′

λ

)2

+

(
λ′

λ

)′Dnε
n
+ = �̃n

(Dnε
n
+

)

Proposition 9.21. Assume the representations (6.54) and the bounds (8.5). Then, recalling Prop. 9.20,

Prop. 9.18, there exist (α, β, v1, v2) ∈ ×4
j=1

V j as well as (c′, h) ∈ ×2
j=1

W j, satisfying the bound11

τ−1
0 (|α| + |β|) +

2∑

j=1

∣∣∣v j

∣∣∣ +
∣∣∣c′

∣∣∣ + |h| . τ−1
0 Λ,

and such that the following conclusion applies: for each n ∈ {0,±1}, there exist

ψ+(n) =

∫ ∞

0

φn(R, ξ)zn(τ, ξ)ρ̃n(ξ) dξ, Hn(τ,R),

with
(Rn
+

(
εn
+,Dnε

n
+

)
+Dn (F+(n)) +Dn (G+(n)) − �̃nψ

+(n)
) |R<ντ = Hn(τ,R)|R<ντ,

Hn(τ,R) =

∫ ∞

0

yn(τ, ξ)φn(R, ξ)ρ̃n(ξ) dξ,

and the bounds (recalling Definition 8.11)

‖zn(τ, ξ)‖good . Λ
3,

∥∥∥yn

∥∥∥
goodsource

. Λ2 + τ−1
0 Λ.

Furthermore, setting

xn(τ, ξ) =

∫ τ

τ0

U(n) (τ, σ, ξ) yn

(
σ,

λ2(τ)

λ2(σ)
ξ

)
dσ + zn

and defining c̃n, n = 0,±1 as the the solution of (9.23), (9.15), (9.3) but with F±(n) replaced by F±(n)+G±(n)

and with initial data
(
cn(τ0), c′n(τ0)

)
at time τ = τ0 and with c(τ) as in the representation of ε+(n), n = 0,±1,

we have (recalling Definition 8.11, (8.5))

‖(cn, xn)‖good . |cn(τ0)| + τ0

∣∣∣c′n(τ0)
∣∣∣ + Λ2 + τ−1

0 Λ.

11Here any fixed norm on the finite dimensional vector spaces V j,Wk can be used.
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As for Prop. 8.12, the correction term ψ+(n) is required to control certain source terms near the light cone.

The preceding proposition then entails in particular the analogues of Prop. 6.23, Prop. 6.24, Prop. 6.28,

which can be separately formulated as

Proposition 9.22. Letting χR< τ
2

a smooth cutoff localizing to the indicated region, and under the preceding

assumptions, we can write (for n = 0,±1)

χR< τ
2

(Rn
+

(
εn
+,Dnε

n
+

)
+Dn (F+(n)) +Dn (G+(n))

)
=

∫ ∞

0

φn(R, ξ)ỹn(τ, ξ)ρ̃n(ξ) dξ,

where (recall Definition 8.11) ∥∥∥ỹn

∥∥∥
goodsource

. Λ2 + τ−1
0 Λ.

The combination of Proposition 9.21, Proposition 8.12 finally furnishes us with the tools to control an

iterative process leading to the desired solution of the initial value problem.

10. The iterative process and construction of the solution

10.1. Basic setup and zeroth iterate. Let Φ =


cos θ sin U

sin θ sin U

cos U

 the unperturbed co-rotational blow up solu-

tion, and at time t = t0, corresponding to τ = τ0 =
∫ ∞

t0
λ(s) ds consider a perturbation of its data (Φ,Φt) |t=t0 ,

which we write in the form

(Ψ,Ψt) =

Φ|t=t0 +
∑

j=1,2

ϕini
j E j|t=t0 + (∗)Φ,

∑

j=1,2

ϕ̃ini
j E j|t=t0

 . (10.1)

Here recall that the frame {E1, E2} is given by




cos θ sin U

sin θ sin U

cos U

 ,

− sin θ

cos θ

0




. We shall make very conserva-

tive assumptions on the functions ϕ j, ϕ̃ j, certainly far from optimal: first, we assume that all ϕ j are supported

on r <
t0
2

, i. e. away from the light cone12. Further, we assume the bound
∑

j=1,2

∥∥∥∥ϕini
j

∥∥∥∥
H100
+

∑

j=1,2

∥∥∥∥ϕ̃ini
j

∥∥∥∥
H99
≤ τ−100

0 . (10.2)

Expanding each component into angular modes, we write (using now the re-scaled variable R = rλ(t0))

ϕini
j =

∑

n∈Z
ϕini

j (n)(R)einθ , ϕ̃ j =
∑

n∈Z
ϕ̃ini

j (n)(R)einθ

and our assumption (10.2) easily implies, passing to the variables(which are each functions of R)

εini
± (n) = ϕini

1 (n) ∓ iϕini
2 (n), ε̃ini

± (n) = λ−1(t0)
[
ϕ̃ini

1 (n) ∓ iϕ̃ini
2 (n)

]
,

and further defining

˜̃εini
± (n) = ε̃ini

± (n) +
λτ

λ
|τ=τ0
· (R∂R) εini

± (n),

12This assumption is purely technical to simplify the details of the modulation step and can certainly be eliminated.
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we consider the family of problems (recall (6.2))

−
((
∂τ +

λτ

λ
R∂R

)2

+
λτ

λ

(
∂τ +

λτ

λ
R∂R

))
ε±(n) + H±n ε±(n) = F±(n) +G±(n),

ε±(n)|τ=τ0
= εini
± (n),

(
∂τ +

λτ

λ
R∂R

)
ε±(n)|τ=τ0

= ˜̃εini
± (n).

(10.3)

The source terms F±(n) in turn are as in (6.3), while the term G±(n) reflects the additional source terms

generated by modulating in the symmetries. These are the equations which we solve for the |n| ≥ 2 angular

momenta, the exceptional angular momenta n ∈ {0,±1} requiring passage to the supersymmetric formulation

and application of symmetry modulations. In order to apply the methods from subsection 8.2, everything

has to be converted to the (distorted) Fourier side, for which we use the simple

Lemma 10.1. Writing

ε±(n)(τ,R) =

∫ ∞

0

xn(τ, ξ)φn(R, ξ)ρn(ξ) dξ,

we have (recall (8.2))

xn(τ0, ξ) =
〈
εini
± (n), φn(R, ξ)

〉
L2

R dR

, Dτxn(τ, ξ)|τ=τ0
=

〈
˜̃εini
± (n), φn(R, ξ)

〉
L2

R dR

− λ
′(τ)

λ(τ)

(
ρ′n(ξ)ξ

ρn(ξ)
+ 2

)
xn(τ0, ξ)

− λ
′(τ)

λ(τ)
K (0)

~
xn(τ0, ξ)

Moreover, we have the bound (recall the assumption for Prop. 8.12)

∑

|n|≥2

n12
[
‖xn(τ0, ξ)‖

S
(n)

0

+ ‖Dτxn(τ0, ξ)‖
S

(n)

1

]
. τ−100

0 ≪ 1,

provided τ0 ≫ 1. In particular, letting ε
(0)
± (n) be the solution of the auxiliary linear equation

−
((
∂τ +

λτ

λ
R∂R

)2

+
λτ

λ

(
∂τ +

λτ

λ
R∂R

))
ε

(0)
± (n) + H±n ε

(0)
± (n) = 0,

ε±(n)|τ=τ0
= εini
± (n),

(
∂τ +

λτ

λ
R∂R

)
ε±(n)|τ=τ0

= ˜̃εini
± (n),

and writing ε
(0)
± (n)(τ,R) =

∫ ∞
0

x(0)
n (τ, ξ)φn(R, ξ)ρn(ξ) dξ, we have (always assuming |n| ≥ 2) the bound

∑

|n|≥2

n12
∥∥∥x(0)

n (τ, ξ)
∥∥∥

good
. τ−100

0 ,

where we keep in mind Definition 8.4 for the norm. In fact x(0)
n (τ, ξ) only consists of a smooth part which

decays (much faster than) τ−3.

Dealing with the exceptional modes is more complicated, but we still define the zeroth iterate in the

simplest nontrivial possible way: recalling (9.40), as well as the representation of ε±(n), n ∈ {0,±1}, in
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terms of (cn,Dnε±(n)), we define the first iterate, as pair of functions
(
c

(0)
n ,Dnε

(0)
± (n)

)
, via

−
(
∂τ +

λτ

λ
R∂R

)2

Dnε
(0)
+ (n) − 3

λτ

λ

(
∂τ +

λτ

λ
R∂R

)
Dnε

(0)
+ (n)

+ H̃+nDnε
(0)
+ (n) −

2
(
λ′

λ

)2

+

(
λ′

λ

)′Dnε
(0)
+ (n) = 0,

Dnε
(0)
± (n)|τ=τ0

= Dnε
ini
± (n),

(
∂τ +

λτ

λ
R∂R

)
Dnε±(n)|τ=τ0

= Dn
˜̃εini
± (n) +

λτ

λ
[R∂R,Dn] εini

± (n)

=: ε̃ini
± (n)

c
(0)
n = 0.

(10.4)

Invoking the slightly different dilation type operator on the Fourier side

Dτ = D(n)
τ = ∂τ − 2

λτ

λ
ξ∂ξ −

λτ

λ

(ρ̃n(ξ))′ ξ

ρ̃n(ξ)
− λτ
λ
,

we can then formulate the analogue of the preceding lemma for the exceptional modes and the corresponding

zeroth iterate. Note that at this stage modulation theory does not come in yet, since we force the vanishing

of the instabilities:

Lemma 10.2. Let n ∈ {0,±1}. Writing

Dnε
(0)
± (n)(τ,R) =

∫ ∞

0

x(0)
n (τ, ξ)φn(R, ξ)ρ̃n(ξ) dξ,

we have

x(0)
n (τ0, ξ) =

〈
Dnε

ini
± (n), φn(R, ξ)

〉
L2

R dR

, Dτx(0)
n (τ, ξ)|τ=τ0

=

〈
ε̃ini
± (n), φn(R, ξ)

〉

L2
R dR

− λ
′(τ)

λ(τ)

(
(ρ̃n)′ (ξ)ξ

ρ̃n(ξ)
+ 1

)
xn(τ0, ξ)

− λ
′(τ)

λ(τ)
K (0)

n xn(τ0, ξ).

Moreover, we have the bound (recall subsection 6.5 for the corresponding norms)
∥∥∥x(0)

n (τ0, ξ)
∥∥∥

S
(n)

0

+
∥∥∥Dτx(0)

n (τ, ξ)
∥∥∥

S
(n)

1

. τ−100
0 ≪ 1,

provided τ0 ≫ 1. Moreover, writing the solution of the first part of (10.4) in the form

Dnε
(0)
+ (n) =

∫ ∞

0

x(0)
n (τ, ξ)φn(R, ξ)ρ̃n(ξ) dξ,

we have the bound (recalling Definition 8.11)
∥∥∥∥
(
0, x(0)

n (τ, ξ)
)∥∥∥∥

good
. τ−100

0 .

In fact x(0)
n (τ, ξ) only consists of a smooth part which decays (much faster than) τ−3.
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To complete the information for the zeroth step, we also add the (trivial) information on the modulation

parameters, namely we set
(
α(0)(t), β(0)(t), h(0)(t), (c(0))′(t), v

(0)

1
(t), v

(0)

2
(t)

)
= (0, 0, 0, 0, 0, 0) .

10.2. The higher iterates. For the iterative step, consider a tuple of functions
(
ϕ

(l−1)

1
, ϕ

(l−1)

2
, α(l−1)(t), β(l−1)(t), h(t), (c(l−1))′(t), v

(l−1)

1
(t), v

(l−1)

2
(t)

)
, l ≥ 1, (10.5)

where
(
α(l−1), β(l−1), v

(l−1)

1
, v

(l−1)

2

)
∈ ×4

j=1
V j,

(
(c(l−1))′, h(l−1)

)
∈ × j=1,2W j, where we recall Prop. 9.18, Prop. 9.20

for the notation. Fixing a norm on each V j,Wk once and for all, we assume the bound
∣∣∣α(l−1)

∣∣∣ +
∣∣∣β(l−1)

∣∣∣ +
∣∣∣∣v(l−1)

1

∣∣∣∣ +
∣∣∣∣v(l−1)

2

∣∣∣∣ +
∣∣∣h(l−1)

∣∣∣ +
∣∣∣∣
(
c(l−1)

)′∣∣∣∣ ≤ τ−50
0 . (10.6)

Furthermore, setting

ε
(l−1)
± = ϕ

(l−1)

1
∓ iϕ

(l−1)

2
,

we use the decompositions (6.54), i. e. write (using the coordinates (τ,R, θ))

ε
(l−1)
± =

∑

n∈Z
ε

(l−1)
± (n)einθ , ε

(l−1)
± (n) = ε

(l−1)
± (n)(τ,R),

where for each |n| ≥ 2 the function ε
(l−1)
± (n) admits the representation

ε
(l−1)
± (n)(τ,R) =

∫ ∞

0

φn(R, ξ)x(l−1)
n (τ, ξ)ρn(ξ) dξ,

with x(l−1)
n (τ, ξ) good with restricted singular part in the sense of Definition 8.3, and with the bound

∑

|n|≥2

n12
∥∥∥x(l−1)

n (τ, ξ)
∥∥∥

good(r)
≤ τ−50

0 , |n| ≥ 2. (10.7)

We also assume that the functions ε
(l−1)
± (n) satisfy the boundary conditions (10.3) at time τ = τ0. As for the

exceptional modes n ∈ {0,±1}, we write them in the form

ε
(l−1)
± (n)(τ,R) = c

(l−1)
n,± (τ)φn(R) + φn(R)

∫ R

0

[
φn(s)

]−1Dnε
(l−1)
± (n)(τ, s) ds, n ∈ {0,±1},

and we impose the initial conditions

c
(l−1)
n,± (τ0) = lim

R→0

[
φn(R)

]−1
εini
± (n)(R),

(
c

(l−1)
n,±

)′
(τ0) = lim

R→0

[
φn(R)

]−1
ε̃ini
± (n)(R),

as well as the same initial conditions forDnε
(l−1)
± (n) as those stated forDnε

(0)
± (n) in (10.4). Further, writing

Dnε
(l−1)
± (n)(τ,R) =

∫ ∞

0

x(l−1)
n (τ, ξ)φn(R, ξ)ρ̃n(ξ) dξ,

we assume that
(
c

(l−1)
n,± (τ), x(l−1)

n (τ, ξ)
)

is good in the sense of Definition 8.11 and with x(l−1)
n (τ, ξ) of restricted

principal singular type, and we assume the bound
∥∥∥∥
(
c

(l−1)
n,± (τ), x(l−1)

n (τ, ξ)
)∥∥∥∥

good(r)
≤ τ−50

0 . (10.8)
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Finally, recalling (10.3), let F
(l−1)
± (n) be defined in terms of φ

(l−1)
j

, j = 1, 2, using the expressions in (6.3),

and similarly we let G±(n)(l−1) be the errors generated by modulating with respect to the parameters and

inputs at stage l − 1. We can now formulate the final theorem giving the induction step and convergence to

the desired solution:

Theorem 10.3. Let τ0 ≫ 1 sufficiently large. Given a tuple (10.5) satisfying the bounds (10.6), (10.7),(10.8),

there exist
(
α(l), β(l), v

(l)

1
, v

(l)

2

)
∈ ×4

j=1
V j,

((
c(l)

)′
, h(l)

)
∈ × j=1,2W j satisfying the bound

∣∣∣α(l)
∣∣∣ +

∣∣∣β(l)
∣∣∣ +

∣∣∣∣v(l)

1

∣∣∣∣ +
∣∣∣∣v(l)

2

∣∣∣∣ +
∣∣∣h(l)

∣∣∣ +
∣∣∣∣
(
c(l)

)′∣∣∣∣ ≤ τ−50
0

such that for all |n| ≥ 2 the equations

−
((
∂τ +

λτ

λ
R∂R

)2

+
λτ

λ

(
∂τ +

λτ

λ
R∂R

))
ε

(l)
± (n) + H±n ε

(l)
± (n) = F

(l−1)
± (n) +G

(l−1)
± (n),

ε
(l)
± (n)|τ=τ0

= εini
± (n),

(
∂τ +

λτ

λ
R∂R

)
ε

(l)
± (n)|τ=τ0

= ˜̃εini
± (n).

(10.9)

admit solutions on the light cone R < ντ (meaning global solutions upon choice of suitable extensions of(
F

(l−1)
± (n) +G

(l−1)
± (n)

) ∣∣∣
R<ντ

beyond the light cone), which, using the representations

ε
(l)
± (n)(τ,R) =

∫ ∞

0

x(l)
n (τ, ξ)φn(R, ξ)ρn(ξ) dξ,

satisfy the bounds ∑

|n|≥2

n12
∥∥∥x(l)

n (τ, ξ)
∥∥∥

good(r)
≤ τ−50

0 , |n| ≥ 2. (10.10)

Moreover, for the exceptional modes n ∈ {0,±1}, the equations

−
(
∂τ +

λτ

λ
R∂R

)2

Dnε
(l)
+ (n) − 3

λτ

λ

(
∂τ +

λτ

λ
R∂R

)
Dnε

(l)
+ (n) + H̃+nDnε

(l)
+ (n) −

2
(
λ′

λ

)2

+

(
λ′

λ

)′Dnε
(l)
+ (n)

=: Rn
+

(
ε

(l−1)
+ (n),Dnε

(l−1)
+ (n)

)
+Dn

(
F

(l−1)
+ (n)

)
+Dn

(
G

(l−1)
+ (n)

)
,

Dnε
(l)
± (n)|τ=τ0

= Dnε
ini
± (n),

(
∂τ +

λτ

λ
R∂R

)
Dnε

(l)
± (n)|τ=τ0

= Dn
˜̃εini
± (n) +

λτ

λ
[R∂R,Dn] εini

± (n)

= ε̃ini
± (n)

(10.11)

with suitable extensions of the right hand sides outside the light cone, in conjunction with the evolution for

the unstable modes given by

−
(
∂τ + 2

λ′

λ

)2

c
(l)
− −

λτ

λ

(
∂τ + 2

λ′

λ

)
c

(l)
− + lim

R→0
R−2H+−1ε

(l)
+ (−1) = lim

R→0
R−2 [F+(−1) +G+(−1)]

c
(l)
− (τ0) = lim

R→0

[
φ−1(R)

]−1
εini
+ (−1)(R),

(
c

(l)
−
)′

(τ0) = lim
R→0

[
φ−1(R)

]−1
ε̃ini
+ (−1)(R)

−
(
∂τ +

λ′

λ

)2

c
(l)

0
− λτ
λ

(
∂τ +

λ′

λ

)
c

(l)

0
+ lim

R→0
R−2H+0 ε

(l)
+ (0) = lim

R→0
R−1 [F+(0) +G+(0)]
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c
(l)

0
(τ0) = lim

R→0

[
φ0(R)

]−1
εini
+ (0)(R),

(
c

(l)

0

)′
(τ0) = lim

R→0

[
φ0(R)

]−1
ε̃ini
+ (0)(R)

− (∂τ)
2 c

(l)
+ −

λτ

λ
(∂τ) c

(l)
+ + lim

R→0
R−2H+1 ε

(l)
+ (0) = lim

R→0
[F+(1) +G+(1)]

c
(l)
+ (τ0) = lim

R→0

[
φ1(R)

]−1
εini
+ (1)(R),

(
c

(l)
+

)′
(τ0) = lim

R→0
φ1(R)ε̃ini

+ (1)(R)

admit solutions on (τ0,∞), such that
∑

|n|<2

∥∥∥∥
(
c

(l)
n , x(l)

n (τ, ξ)
)∥∥∥∥

good(r)
≤ τ−50

0 , |n| ≥ 2. (10.12)

Defining the zeroth iterate as in Lemma 10.1, Lemma 10.2, in particular c
(0)
n = 0, the preceding inductively

constructed sequence of iterates converges, in the sense that the (obviously defined) difference norms are

≤ δl for some δ < 1.

Defining for |n| ≥ 2

ε±(n) = lim
l→∞

ε
(l)
+ (n),

and for |n| < 2 setting cn = liml→∞ c
(l)
n ,Dnε+(n) = liml→∞Dnǫ

(l)
+ (n), and

ε+(n) = cnφn(R) + φn(R)

∫ R

0

[
φn(s)

]−1Dnε+(n)(τ, s) ds,

and finally ε−(n) = ε+(−n), defining

ϕ1(n) =
1

2

∑

±
ε±(n), ϕ2(n) =

1

2i
[ε−(n) − ε+(n)] ,

and further

ϕ j =
∑

n∈Z
ϕ j(n)einθ , j = 1, 2,

the function

Ψ = Lv(t)Rα(t),β(t)

h(t)
Sc(t) (Φ + ϕ1E1 + ϕ2E2 + a (ΠΦ⊥ϕ)Φ) , Φ =


sin U cos θ

sin U sin θ

cos U

 ,

where the modulation parameters are the limits of α(l) etc solves the Wave Maps equation with initial data

(10.1).
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