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Abstract. Let T (x) =
Pn−1

j=0 ±eijx where ± stands for a random choice of
sign with equal probability. The first author recently showed that for any
� > 0 and most choices of sign minx∈[0,2π) |T (x)| < n−1/2+� provided n is

large. In this paper we show that the power n−1/2 is optimal. More pre-
cisely, for sufficiently small � > 0 and large n most choices of sign satisfy
minx∈[0,2π) |T (x)| > �n−1/2. Furthermore, we study the case of more gen-
eral random coefficients and applications of our methods to complex zeros of
random polynomials.

1. Introduction

Let r0, r1, . . . be Rademacher variables. We define

Pn(u) = P({min
x∈T

|
n−1�

j=0

rje
ijx| > u})

for u ≥ 0. Note that Pn(u) is non-increasing and that Pn(
√

n) = 0. Littlewood [7]
conjectured that Pn(�

√
n) → 0 as n → ∞ for any � > 0. This was proved by

Kashin [5], who showed that limn→∞ Pn(n 1
2 (log n)− 1

3 ) = 0. In [6] the first author
proved a conjecture of Odlyzko, namely limn→∞ Pn(n− 1

2+�) = 0 for any � > 0. It
is easy to see that the method from [6] applies not only to T =

�n−1
j=0 rje

ijx but
also to T �, T �� etc.. More precisely, with some obvious modifications the arguments
from [6] yield the following

Theorem 1.1. For any � > 0 and any nonnegative integer ν

lim
n→∞

P({min
x∈T

|
n−1�

j=0

rj(j/n)ν
e
ijx| > n

− 1
2+�}) = 0.

Other extensions of the methods in [6] are in [4], where the case of i.i.d. rj satisfying
suitable moment conditions is considered. In this paper we show that the power
n−

1
2 is optimal. More precisely, we prove
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Theorem 1.2. Let r0, r1, . . . be standard normal or Rademacher variables and

suppose that φ ∈ Cσ([0, 1]) \ {0} for some σ ∈ (1/2, 1]. Then for any � > 0

lim sup
n→∞

P({ min
z∈C :||z|−1|<�n−2

|
n−1�

j=0

rjφ(j/n)zj | < �n
− 1

2 }) ≤ C�.

Here C is a constant depending only on φ.

Cσ is the space of all real–valued Hölder continuous functions of order σ on [0, 1].
It is possible that Theorem 1.2 holds for less regular functions φ, but our method
seems to have σ = 1/2 as a natural threshold.

In [8] Shepp and Vanderbei study random polynomials p(z) =
�n−1

j=0 rjz
j with

standard normal coefficients. They show that for large n the zeros of p will lie
close to the unit circle or the real axis. Moreover, they conjecture that with high
probability the polynomial p vanishes at some point in a O(n−2)–neighborhood of
the unit circle. Theorem 1.2 shows that this conjecture is best possible. Real and
complex zeros of random polynomials have been studied by various authors and we
do not intend this paper as an introduction to the subject. The reader will find
several references to the literature on random polynomials in [8].

2. The main reduction

To motivate our proof of Theorem 1.2, we indicate how to obtain a weaker
estimate for standard normal coefficients. For simplicity, we set φ = 1 and consider
only minima over |z| = 1. Let n ≥ 2, γ >

1
2 and choose non-overlapping intervals

Iα such that

{x ∈ T : n
− 11

10 < |x| < π − n
− 11

10 } ⊂
N�

α=1

Iα

with (| · | denotes the length of an interval)

|Iα| ≤ n
−2(log n)−

1
2−γ

, N ≤ 2πn
2(log n)

1
2+γ

.

For each α fix an xα ∈ Iα and let T (x) =
�n−1

j=0 rje
ijx. Then, with some suitable

absolute constant C0 and for all large n,

P({min
x∈T

|T (x)| < n
− 1

2 (log n)−γ})

≤
N�

α=1

P({min
x∈Iα

|T (x)| < n
− 1

2 (log n)−γ
, �T ��∞ ≤ C0 n

3
2 (log n)

1
2 })

+2 P({ min
|x|<n−

11
10

|T (x)| < n
− 1

2 (log n)−γ
, �T ��∞ ≤ C0 n

3
2 (log n)

1
2 })(2.1)

+P({�T ��∞ > C0 n
3
2 (log n)

1
2 })

≤
N�

α=1

P({|T (xα)| < 2C0 n
− 1

2 (log n)−γ})(2.2)

+2 P({|T (0)| < n
1
2−

1
20 }) + P({�T ��∞ > C0 n

3
2 (log n)

1
2 }).

The factor 2 in (2.1) arises since T (x) and T (x + π) are identically distributed. To
pass from (2.1) to (2.2), Taylor expand T around xα and zero to first order. Note
that the last two terms are o(1) by the DeMoivre–Laplace theorem and the Salem–
Zygmund inequality, respectively (for the latter see [3], chapter 6, Theorem 2).
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Using characteristic functions, one checks that 1√
n
T (xα) is again a Gaussian vector

in R2 with mean zero and covariance matrix

Vα =
1
n

n−1�

j=0

cov(rj(cos(jxα), sin(jxα))) =
1
n

n−1�

j=0

�
cos2(jxα) 1

2 sin(2jxα)
1
2 sin(2jxα) sin2(jxα)

�
.

A simple calculation (see Lemma 3.2) shows that Vα is uniformly nonsingular in α

and sufficiently large n provided 1
n < |xα| < π− 1

n , whereas the eigenvalues λα,Λα

of Vα satisfy
C0

−1 ≤ Λα ≤ C0 , λα ≥ C0
−1

n
−1/5

in the range

B = {n− 11
10 < |xα| < n

−1} ∪ {π − n
−1

< |xα| < π − n
− 11

10 }.
Thus the sum over α in (2.2) is bounded by a constant times

n
2(log n)

1
2+γ

n
−2(log n)−2γ +

n−1

n−2(log n)− 1
2−γ

n
1
10 n

−2(log n)−2γ = O((log n)
1
2−γ).

The factor n
1
10 arises because after a principal axis transformation the vector T (xα),

for all xα ∈ B, will have standard deviation approximately one and n−1/10 in the
respective coordinate directions. We conclude that

lim
n→∞

P({min
x∈T

|T (x)| < n
− 1

2 (log n)−γ) = 0(2.3)

for standard normal rj and γ >
1
2 .

A proof of Theorem 1.2 along these lines has to overcome two main obstacles.
Firstly, in the case of Rademacher coefficients one cannot simply invoke the central
limit theorem to estimate the sum over α in (2.2), since the error introduced by
normal approximation can be as large as n−

1
2 . Secondly, since the Salem–Zygmund

inequality is sharp, we shall need to be more careful if we wish to avoid the loss of a
logarithm — the main idea will be to consider the joint distribution of (T, T �). On
the other hand, passing to general φ and extending the estimates to a neighborhood
of the unit circle will turn out to be of a more technical nature. Returning to the
first obstacle, note that the probabilities in the sum over α in (2.2) can be much
larger than n−2. For example, it is easy to see that P({T (π

2 ) = 0}) ∼ 1
πn if n →∞

through multiples of 4. One cannot expect to obtain an n−2–estimate in this case,
since all values of T (π

2 ) are in Z2. The same remark applies to other fractions 2π
h
k

with small denominators, e.g., π
3 ,

2π
3 . On the other hand, it will turn out that the

desired estimate on the probabilities in (2.2) does hold for all xα which do not come
too close to such fractions.

We begin with the proof of Theorem 1.2. Let rj and φ be as in the hypothesis
of Theorem 1.2. We assume throughout that σ ∈ (1/2, 1/2 + 1/20) and that

�φ�Cσ = max
0≤t≤1

|φ(t)| + sup
0≤t<s≤1

|φ(t)− φ(s)|
|t− s|σ = 1.

Define

T (x) =
n−1�

j=0

rjφ(j/n)eijx and p(z) =
n−1�

j=0

rjφ(j/n)zj
.

Let
{yβ}B

β=1 = {2π
h

k
: 1 ≤ k ≤ A , 0 ≤ h ≤ k − 1 , (h, k) = 1}
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where A, and thus B, are constants depending only on φ. A will be specified below.
Fix some � > 0 (the same � as in Theorem 1.2) and split T into non-overlapping
intervals Iα of length between 1

2�n−2 and �n−2.

Definition 2.1. The intervals Jβ = [yβ − 2π n−1+σ/20, yβ + 2π n−1+σ/20], β =
1, 2 . . . , B, will be called bad. We define Iα to be good provided Iα �⊂

�B
β=1 Jβ . For

any such Iα fix an xα ∈ Iα \
�B

β=1 Jβ . Furthermore, set

N = {z ∈ C : ||z|− 1| < �n
−2}

G = {�T ��∞ ≤ C0 n
3
2 (log n)

1
2 , sup

z∈N
|p��(z)| ≤ n

13/4}

where C0 is a sufficiently large absolute constant.

By Iα we shall henceforth mean a good interval. Let D(z0, ρ) = {z ∈ C : |z− z0| <

ρ}. In analogy to (2.1) we now have

P({min
z∈N

|p(z)| < �n
− 1

2 }) ≤
�

α

P({ min
z∈D(eixα ,2�n−2)

|p(z)| < �n
− 1

2 } ∩ G)

+
B�

β=1

P({ min
z∈N ,z/|z|∈Jβ

|p(z)| < �n
− 1

2 } ∩ G) + P(Gc).(2.4)

To avoid the loss of a logarithmic factor, we shall use Taylor polynomials of T of
order two around eixα to estimate the sum over α. If the event G occurs, then

p(z) = T (xα)− (z − e
ixα)ie−ixαT

�(xα) + O(�2n−3/4) for all z ∈ D(eixα , 2�n
−2).

Hence, if |p(z)| < �n−
1
2 for some z ∈ D(eixα , 2�n−2) then

|T (xα)− (z − e
ixα)ie−ixαT

�(xα)| < 2�n
− 1

2

for large n. Consequently, if also |T (xα)| ≥ 4�n−2|T �(xα)| then |T (xα)| < 4�n−
1
2 .

We conclude that for each Iα,

P({ min
z∈D(eixα ,2�n−2)

|p(z)| < �n
− 1

2 } ∩ G) ≤ P({|T (xα)| < 4�n
− 1

2 })

+ P({|T (xα)| ≤ 4�n
−2|T �(xα)| , �T ��∞ ≤ C0 n

3
2 (log n)

1
2 }).(2.5)

In sections four and five we shall prove that the right–hand side of (2.5) is O(�2n−2)
as n → ∞. Since the number of good intervals does not exceed 2πn2�−1, this will
imply that the sum over α in (2.4) is O(�) as n → ∞. In the following section we
shall establish that the sum over the bad intervals in (2.4) is o(1) as n →∞. Thus
the proof of Theorem 1.2 will be complete provided limn→∞ P(Gc) = 0. Clearly,

P(Gc) ≤ P({�T ��∞ > C0 n
3
2 (log n)

1
2 }) + P({sup

z∈N
|p��(z)| > n

13/4}).

The first term is O(n−1) by the Salem–Zygmund inequality provided C0 is a suf-
ficiently large absolute constant, see [3] chapter 6, Theorem 2. We estimate the
second term using Markov’s inequality.

P({sup
z∈N

|p��(z)| > n
13/4}) ≤ P({

n−1�

j=0

|rj ||φ(j/n)|j(j − 1)(1 + 1/n
2)j−2

> n
13/4})

≤ n
−13/4

n−1�

j=0

E|rj | j
2
e ≤ Cn

−1/4
.
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3. Bad intervals

We shall estimate the sum over the bad intervals in (2.4) using the two–dimensional
version of the Berry–Esseen theorem for non–identically distributed random vari-
ables with bounded third moments, cf. Corollary 17.2 in [1]. To do so, we first need
to bound the eigenvalues of the mean covariance matrix of T (xα). We begin with
a technical lemma that will be used repeatedly. In what follows, C, c will denote
large and small constants, respectively, depending only on φ.

Lemma 3.1. For any x ∈ (4/n, π − 4/n) and nonnegative integer ν

1
n

������

n−1�

j=0

φ(j/n)2(j/n)ν
e
2ijx

������
≤ C(ν + 1) min[(n sin x)−σ + sinx, (nσ sin x)−1].(3.1)

In particular, with xα as in Definition 2.1,

1
n

n−1�

j=0

φ(j/n)2(j/n)ν
e
2ijxα = o(1)

1
n

n−1�

j=0

φ(j/n)2(j/n)ν cos2(jxα) =
1
2

� 1

0
φ(t)2tν dt + o(1)

uniformly in α as n →∞.

Proof. We first assume that ν = 0. That the left–hand side of (3.1) is bounded by
(nσ sin x)−1 follows by partial summation using that

k�

j=0

e
2ijx =

sin((k + 1)x)
sin x

e
ikx

.

For the other part of the estimate let l =
�

π
sin x

�
. Note that l < n by our choice of

x. Then

(k+1)l−1�

j=kl

e
2ijx =

sin(lx)
sin x

e
i((2k+1)l−1)x = O(1)

and thus

(k+1)l−1�

j=kl

φ(j/n)2e2ijx =
(k+1)l−1�

j=kl

φ(kl/n)2e2ijx

+
(k+1)l−1�

j=kl

[φ(j/n)2 − φ(kl/n)2]e2ijx

= O(1) + l O((l/n)σ).
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Therefore one finally has

1
n

n−1�

j=0

φ(j/n)2e2ijx =
1
n

[n/l]−1�

k=0

(k+1)l−1�

j=kl

φ(j/n)2e2ijx

+
1
n

n−1�

j=[n/l]l

φ(j/n)2e2ijx

= O(
1
n

n

l
+

1
n

n

l
l(l/n)σ) + O(l/n)

= O((n sin x)−σ + sinx),

as claimed. To obtain the estimate for positive ν simply note that

�tνφ�Cσ ≤ ν + 1.

The second statement follows easily from cos(2x) = 2 cos2(x)− 1 and (3.1) since

|xα| ∈ [2π n
−1+σ/20

, π − 2π n
−1+σ/20]

by Definition 2.1. �

As noted in section two the mean covariance matrix of T (x) becomes “increasingly
singular” as x → 0 or x → π. This is to be expected since T (0) and T (π) are real.
Lemma 3.2 is a quantitative formulation of this fact.

Lemma 3.2. Let 0 < λ(x) ≤ Λ(x) denote the eigenvalues of the mean covari-

ance matrix of T (x), i.e., V (x) = 1
n

�n−1
j=0 cov(rjφ(j/n)(cos(jx), sin(jx))). For n

sufficiently large there exist constants C, c so that

(1) in the range n−1 ≤ |x| ≤ π − n−1
,

c ≤ λ(x) ≤ Λ(x) ≤ C

(2) if Cn−1−σ/2 < |x| < n−1
or Cn−1−σ/2 < |x− π| < n−1

then

c(n|x|)2 ≤ λ(x) ≤ C , c ≤ Λ(x) ≤ C.(3.2)

Proof. By definition

V (x) =
1
n

n−1�

j=0

φ(j/n)2
�

cos2(jx) 1
2 sin(2jx)

1
2 sin(2jx) sin2(jx)

�
.

Let I1 =
� 1
0 φ(t)2 dt. On the one hand, by the previous lemma,

V (x) =
1
2

�
I1 0
0 I1

�
+ O(

1
nσ| sin x| )(3.3)

provided 4/n < |x| < π − 4/n. On the other hand,

V (x) =

� � 1
0 φ(t)2 cos2(tnx) dt

1
2

� 1
0 φ(t)2 sin(2tnx) dt

1
2

� 1
0 φ(t)2 sin(2tnx) dt

� 1
0 φ(t)2 sin2(tnx) dt

�
(3.4)

+O(|x| + 1
nσ

).
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Simply note that the variation of each integrand over intervals of length 1
n is O(|x|+

1
nσ ). It follows from (3.4) that

4 detV (x) + O(|x| + 1
nσ

) = I
2
1 −

�� 1

0
φ(t)2 cos(2tnx) dt

�2

−
�� 1

0
φ(t)2 sin(2tnx) dt

�2

= I
2
1 −

����
� 1

0
φ(t)2e2itnx

dt

����
2

= I
2
1 −

� 1

0

� 1

0
φ(t)2φ(s)2 cos(2(t− s)nx) dtds

= 2
� 1

0

� 1

0
φ(t)2φ(s)2 sin2((t− s)nx) dtds.

Consequently, if |nx| ≤ π/2, we have | sin((t− s)nx)| ≥ 2
π |t− s||nx| and thus

4 detV (x) ≥ 8
π2

� 1

0

� 1

0
φ(t)2φ(s)2|t− s|2 dtds |nx|2 −O(|x| + 1

nσ
)(3.5)

≥ c|nx|2,

provided |x| ≥ Cn−1−σ/2. If |nx| ≥ π/2 consider the positive continuous function
on a > 0

D(a) =
� 1

0

� 1

0
φ(t)2φ(s)2 sin2((t− s)a) dtds.

Since D(a) → 1
2I2

1 as a →∞, one has D(a) > c on 1 < a < ∞. Thus

detV (x) ≥ c for
π

2n
< |x| < c.(3.6)

Since always trace V = I1 + O( 1
nσ ), the lemma follows from (3.3), (3.5), and (3.6)

(note that it suffices to consider small x since T (x) and T (x + π) are identically
distributed). �
In the following lemma we show that the sum over β in (2.4) is negligible as n →∞.
For the terminology see Definition 2.1.

Lemma 3.3. As n →∞
sup

1≤β≤B
P({ min

z∈N ,z/|z|∈Jβ

|p(z)| < �n
− 1

2 } ∩ G) = o(1).(3.7)

Proof. We may assume that J1 = {|x| ≤ 2π n−1+σ/20} and J2 = {|x − π| ≤
2π n−1+σ/20}. Note that all other bad intervals are inside {n−1 ≤ |x| ≤ π − n−1}.
For 3 ≤ β ≤ B cover Jβ by non-overlapping intervals J

(β)
k of length n−

5
4 (log n)− 1

2 ,
1 ≤ k ≤ k0 = 5π n

1
4+σ/20(log n) 1

2 . Let x
(β)
k denote the center of J

(β)
k . Suppose

|p(z)| < �n−
1
2 for some z ∈ N , z/|z| = eix ∈ J

(β)
k and that the event G occurs.

Expanding p to second order around eix one obtains

|T (x)| = |p(eix)| < �n
− 1

2 + �n
−2|T �(x)| + �

2
n
−4

n
13/4

< 2C0 �n
− 1

2 (log n)
1
2 .

Thus
|T (x(β)

k )| ≤ |T (x)| + n
− 5

4 (log n)−
1
2 �T ��∞ ≤ Cn

1
4 .
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It follows from the Berry–Essen theorem, see Corollary 17.2 in [1], and Lemma 3.2
above that

P({ min
z∈N ,z/|z|∈J(β)

k

|p(z)| < �n
− 1

2 } ∩ G) ≤ P({|T (x(β)
k )| ≤ Cn

1
4 }) ≤ Cn

− 1
2

and thus

P({ min
z∈N ,z/|z|∈Jβ

|p(z)| < �n
− 1

2 } ∩ G) ≤
k0�

k=1

Cn
− 1

2 ≤ Cn
− 1

4+σ/20(log n)
1
2 .

It remains to consider J1. J2 then follows by symmetry. Since the constant in the
Berry–Essen theorem is proportional to the (−3/2)–power of the smallest eigenvalue
of the covariance matrix, Lemma 3.2 shows that we need to consider very small x

separately. Cover {n−1−σ/16 < |x| < 2π n−1+σ/20} by intervals J
(1)
k of length

n−
5
4 (log n)− 1

2 with center x
(1)
k . In view of (3.2), Corollary 17.2 in [1] implies

P({|T (x(1)
k )| < Cn

1
4 }) ≤ Cλ(x(1)

k )−
3
2 n

− 1
2 ≤ Cn

3σ/16
n
− 1

2

whereas by the one–dimensional version of the Berry–Esseen theorem, see Theo-
rem 12.4 in [1],

P({|T (0)| ≤ Cn
1/2−σ/16(log n)

1
2 }) ≤ Cn

−σ/16(log n)
1
2 .

Using Taylor expansions of second order as before we can therefore estimate

P({ min
z∈N ,z/|z|∈J1

|p(z)| < �n
− 1

2 } ∩ G) ≤
k0�

k=1

P({|T (x(1)
k )| ≤ Cn

1
4 })

+P({|T (0)| < Cn
1/2−σ/16(log n)

1
2 })

≤ Cn
3σ/16+σ/20−1/4(log n)

1
2

+Cn
−σ/16(log n)

1
2 = o(1)

as n →∞. �

4. Good intervals I

In the following two sections we estimate the right–hand side of (2.5). We shall
assume that r0, r1, . . . are Rademacher variables. As indicated in section two it
is much easier to deal with standard normal variables since the vectors in (2.5)
will again be Gaussian. The details are implicit in what follows. Moreover, in
that case one does not need to introduce bad intervals because the issue of small
denominators does not arise. The main result of this section is the following lemma.

Lemma 4.1. For any � > 0 and sufficiently large n

sup
α

P({|T (xα)| < �n
− 1

2 }) ≤ C�
2
n
−2

.

Proof. The proof will use a method from [6] which allows us to handle very small
probabilities. The idea is to approximate the characteristic functions of T (xα) by
Gaussians rather than the distribution functions. Generally speaking, this approx-
imation will be possible only on a certain neighborhood of the origin. Outside of
this neighborhood we shall show that the characteristic function is exponentially
small. This property will depend crucially on the arithmetic properties of good
intervals, which we shall exploit in the proof of Lemma 4.3 below.
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Choose ρ ∈ C∞(R2) such that ρ ≥ 0, ρ ≥ 1 on D(0, 1), and supp(ρ̂) ⊂ D(0, 2).
Here and in what follows ρ̂ denotes the Fourier transform

ρ̂(ξ) =
�

R2
e
−2πiξ·x

ρ(x) dx.

To see that ρ exists it suffices to take any η ∈ C∞(R2) \ {0} with η̂ ≥ 0 and
supp(η̂) ⊂ D(0, 1) and to set ρ(·) = a|η|2(b−1·). Here a, b ≥ 1 are chosen so that
ρ ≥ 1 on D(0, 1). Note that supp(ρ̂) = supp(ab2(η̂ ∗ ˆ̄η)(b·)) ⊂ D(0, 2). Now let
Pα and fα denote the distribution and the characteristic function of 1√

n
T (xα),

respectively. By Plancherel’s theorem

P({|T (xα)| < �n
− 1

2 }) ≤
�

R2
ρ(�−1

nX) dPα(X)

= �
2
n
−2

��

I
+

�

II

�
ρ̂(−�n

−1
ξ)fα(ξ) dξ(4.1)

where

I = {ξ ∈ R2 : |ξ| ≤ n
1
6 } , II = {ξ ∈ R2 : n

1
6 < |ξ| ≤ 2�

−1
n}.

Note that the integrand in (4.1) vanishes for |ξ| > 2�−1n. According to Defini-
tion 2.1, all good intervals Iα lie inside {2π n−1+σ/20 < |x| < π− 2π n−1+σ/20}. By
Lemma 3.2 the covariance matrices Vα of T (xα) are therefore uniformly nonsingular
in α and n. Moreover, T (xα) is the sum of independent random vectors of mean
zero and uniformly bounded third moments. By Theorem 8.4 in [1],

|fα(ξ)− exp(−�Vαξ, ξ�/2)| ≤ C|ξ|3n− 1
2 exp(−c|ξ|2)

for all |ξ| ≤ n
1
6 . Here C, c are absolute constants. Thus

�

I
ρ̂(−�n

−1
ξ)fα(ξ) dξ =

�

I
ρ̂(−�n

−1
ξ) exp(−�Vαξ, ξ�/2) dξ + O(n−

1
2 )

is uniformly bounded in α and n. The boundedness of the integral over region II

follows from Lemma 4.2 below. �

In what follows τ will denote a fixed small constant, say τ = (σ − 1/2)/10.

Lemma 4.2. For sufficiently large n and all α

sup
n

1
6 <|ξ|<n1+τ

|fα(ξ)| < exp(−n
τ ).(4.2)

Proof. Let ξ = (ξ1, ξ2) be as in (4.2). Then fα(ξ) =
�n−1

j=0 cos(πψj) where

ψj =
1
π

1√
n

φ(j/n)(ξ1 cos(jxα) + ξ
2 sin(jxα))

= v φ(j/n) cos(jxα + θ)(4.3)

for suitable θ and v satisfying 1
π n−

1
3 < v < n

1
2+τ . Since |fα(ξ)| = 1 if all ψj ∈ Z,

we need to take into account how many ψj are close to integers. Let |� · |� denote
the distance to the closest integer.
Case 1: card({j ∈ [0, n) ∩ Z : |�ψj |� > n−τ}) > n4τ .



10 S. V. KONYAGIN AND W. SCHLAG

Then

|fα(ξ)| = exp(
n−1�

j=0

log(cos(πψj)))(4.4)

≤ exp(n4τ log(cos(πn
−τ ))) ≤ exp(−Cn

2τ ).

Case 2: card({j ∈ [0, n) ∩ Z : |�ψj |� > n−τ}) ≤ n4τ .
By Lemma 4.3 below there exists an interval J ⊂ [0, n) so that

�

j∈J
φ(j/n)2 cos2(jxα + θ) > cn

1−5τ and sup
j∈J

|ψj | ≤ 3n
−τ(4.5)

provided n is large. In particular, 0 < cos(πψj) ≤ 1−ψ2
j for all j ∈ J . We therefore

obtain from (4.3) and (4.5), uniformly in α and large n,

sup
n

1
6 <|ξ|<n1+τ

|fα(ξ)| ≤ sup
πv>n−

1
3

exp(−c

�

j∈J
ψ

2
j ) ≤ sup

πv>n−
1
3

exp(−c v
2
n

1−5τ )

≤ exp(−c n
1
3−5τ ) < exp(−n

τ ).

For the last inequality note that τ ≤ 1/20. �

The following lemma is the main technical statement of our paper. Roughly
speaking, we show that if most of the ψj given by (4.3) lie very close to integers
then many have to be close to zero, cf. (4.8). This conclusion is false if xα = π

2 ,
π
3 ,

π
4

and θ = 0 and it is here that we therefore need to use that xα/π is separated from
fractions with small denominators. On the other hand, (4.7) is a simple consequence
of Lemma 3.1.

Lemma 4.3. For any j ∈ [0, n) ∩ Z let

ψj = v φ(j/n) cos(jxα + θ)

where xα is given by Definition 2.1, v ∈ [0, n
1
2+τ ), and θ is arbitrary. Suppose that

card({j ∈ [0, n) ∩ Z : |�ψj |� > n
−τ}) ≤ n

4τ
.(4.6)

Then for large n there exists an interval J ⊂ [0, n) so that

�

j∈J
φ(j/n)2 cos2(jxα + θ) > cn

1−5τ(4.7)

sup
j∈J

|ψj | ≤ 3n
−τ

.(4.8)

Proof. In the first part of the proof we select an interval J ⊂ [0, n) so that (4.7)
holds and moreover |�ψj |� ≤ n−τ for all j ∈ J . For simplicity we shall write x

instead of xα.
Let Jν = [jν , jν+1) with jν ∈ Z be disjoint intervals of length 1

2n1−5τ ≤ |Jν | ≤
n1−5τ such that

[0, n) =
ν0�

ν=1

Jν and ν0 ≤ 2n
5τ

.

Let
sν =

1
n

�

j∈Jν

φ(j/n)2 cos2(jx + θ).
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By Lemma 3.1 there exists a constant c0 so that
ν0�

ν=1

sν =
1
n

n−1�

j=0

φ(j/n)2 cos2(jx + θ) ≥ c
2
0(4.9)

provided n is sufficiently large. We claim that

sν >
1
4
c
2
0 n
−5τ

for at least 2n4τ many choices of ν. Suppose this fails. Since clearly sν ≤ |Jν |/n ≤
n−5τ for all ν we would then have

ν0�

ν=1

sν ≤ 1
4
c
2
0 n
−5τ

ν0 + 2n
4τ · n−5τ ≤ 1

2
c
2
0 + 2n

−τ

which contradicts (4.9) for large n. In view of our hypothesis (4.6) we can therefore
choose ν̄ ∈ {1, 2, . . . , ν0} so that

sup
j∈Jν̄

|�ψj |� ≤ n
−τ(4.10)

�

j∈Jν̄

φ(j/n)2 cos2(jx + θ) >
1
4
c
2
0 n

1−5τ = c
2
1 n

1−5τ
.(4.11)

We need to show that (4.8) holds for J = Jν̄ . The main idea of the proof will be
that ψj varies slowly as j runs through certain arithmetic progressions. This can be
seen by taking suitable differences of {ψj}. To do so, we first need to approximate
φ by smooth functions. Extend φ to a Cσ–function on T with the same norm
as follows. First extend φ to [−1, 1] as an even function and then set it constant
equal to φ(1) on the remaining parts of [−π, π]. By Jackson’s inequality, see [9],
chapter III, Theorem 13.6, there exists a real trigonometric polynomial Q of degree
not exceeding n A−2 such that

�φ−Q�∞ ≤ C0 (A2
n
−1)σ(4.12)

with some absolute constant C0 . For all j ∈ [0, n) ∩ Z let

ψ̃j = v Q(j/n) cos(jx + θ).

Since v < n1/2+τ and τ = (σ − 1/2)/10, (4.10) implies that there exist integers mj

for j ∈ J so that

sup
j∈J

[|ψj −mj | + |ψ̃j −mj |] ≤ 3n
−τ

.(4.13)

We shall now show that mj is periodic with period p0 satisfying 1 ≤ p0 ≤ A. The
constant A is the same as in Definition 2.1 and will be specified below.

By Dirichlet’s principle, see [2], section 11.3, there exist an integer p0 and a real
number z0 so that

p0
x

2π
− z0 ∈ Z , 1 ≤ p0 ≤ A , |z0| ≤ A

−1
.(4.14)

For any nonnegative integer k define the kth difference with respect to l as usual,
i.e.,

∆k
ψ̃j+lp0 =

k�

s=0

�
k

s

�
(−1)s

ψ̃j+(s+l)p0 .(4.15)
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To estimate this difference note firstly that for u ∈ Z

ψ̃j+up0 = v Q

�
j + up0

n

�
cos(jx + θ + 2πuz0)

and secondly that Bernstein’s inequality, see [9], chapter X, Theorem 3.13, implies

�Q(s)�∞ ≤ �Q�∞
�

n

A2

�s

for any nonnegative integer s. Furthermore, �Q�∞ ≤ 2 for large n in view of (4.12).
Consequently, we can estimate (4.15) for any integers l, k with 0 ≤ j < p0 and
(k + l)p0 < n− j as follows.

|∆k
ψ̃j+lp0 | ≤

����
dk

duk
[v Q

�
j + up0

n

�
cos(jx + θ + 2πuz0)]

����
L∞(u)

≤ v

k�

s=0

�
k

s

� ����
ds

dus
Q

�
j + up0

n

�����
∞

����
dk−s

duk−s
cos(jx + θ + 2πuz0)

����
∞

≤ 2v

k�

s=0

�
k

s

� �
n

A2

�s
�

A

n

�s

(2π|z0|)k−s ≤ 2n
1
2+τ

�
2π + 1

A

�k

.

In view of (4.13) and the definition of ∆k, cf. (4.15), we therefore have

|∆k
mj+lp0 | ≤ |∆k

ψ̃j+lp0 | + |∆k(ψ̃j+lp0 −mj+lp0)|

≤ 2n
1
2+τ

�
2π + 1

A

�k

+ 2k · 3n
−τ

provided [j + lp0, j +(l + k)p0] ⊂ J . Clearly, the expression on the right–hand side
is < 1 provided k = [τ log n] and A is chosen sufficiently large. Thus

∆k
mj+lp0 = 0 for all j, l ∈ Z with [j + lp0, j + (l + k)p0] ⊂ J .

In other words, mj+lp0 = Pj(l) for those j and l, where Pj is a real polynomial
of degree ≤ k − 1. We claim that Pj = const. Suppose not. Then as a nonzero
polynomial of degree < k − 1, P �j has at most k − 2 roots. In particular, Pj has
to be strictly increasing on an interval J � of length > |J |/(kp0). However, since
Pj attains one of the values m0, m1, . . . ,mn−1 ∈ [−2n

1
2+τ , 2n

1
2+τ ] at each integer

in J �, and since |J �| ≥ n1−5τ/(2kp0) ≥ 5n
1
2+τ , we obtain a contradiction to strict

monotonicity. Thus

mj+lp0 = mj for all j, l ∈ Z with [j + lp0, j + (l + k)p0] ⊂ J .(4.16)

Our next goal is to show that mj = 0 on J . This will complete the proof, see (4.13).
We first consider the case

|z0| < n
−1+σ/20

.

Then by (4.14)

x = xα ∈ [2π
q

p0
− 2π n

−1+σ/20
, 2π

q

p0
+ 2π n

−1+σ/20]

for some integer q. This contradicts our choice of xα, see Definition 2.1. Hence we
may assume that

|z0| ≥ n
−1+σ/20

.(4.17)



LOWER BOUNDS FOR THE ABSOLUTE VALUE OF RANDOM POLYNOMIALS 13

It is easy to see that for such z0 the angles ψj have to change sign on J . This
implies that mj = 0 by (4.13). We first show that φ(j/n) does not change sign
on J . Since |J | ≤ n1−5τ , (4.11) implies

sup
j∈J

φ(j/n)2 ≥ 1
|J |

�

j∈J
φ(j/n)2 cos2(jx + θ) > c

2
1.

Thus there exists j0 ∈ J so that w.l.o.g.

φ(j0/n) ≥ c1.

Hence, for any j ∈ J ,

φ(j/n) ≥ c1 − |φ(j/n)− φ(j0/n)| ≥ c1 − n
−5στ

and so φ(j/n) > 0 on J . By (4.14)

ψj+lp0 = v φ((j + lp0)/n) cos(jx + θ + 2πlz0).

Recalling that σ ∈ (1/2, 1/2+1/20) and τ = (σ−1/2)/10 we see that (4.17) implies
for large n

|J | · |z0| ≥
1
2
n

1−5τ
n
−1+σ/20

> 2.

We can therefore find integers l, l� with j + lp0, j + l�p0 ∈ J satisfying

ψj+lp0 ≤ 0 and ψj+l�p0 ≥ 0.(4.18)

On the other hand, by (4.13) and (4.16),

|ψj+lp0 −mj | + |ψj+l�p0 −mj | ≤ 6n
−τ

.

In view of (4.18) this implies that mj = 0, and we are done. �

5. Good intervals II

In Lemma 5.2 below we estimate the second term on the right–hand side of (2.5).
By the discussion in section two this will complete the proof of Theorem 1.2. Let

Xα =
1√
n

(T (xα), T �(xα)/in)

Ω = {(z, w) ∈ C2 : |w| ≤ C0

�
log n , |z| ≤ n

−1
�|w|}.

Clearly,

P({|T (xα)| ≤ �n
−2|T �(xα)| , �T ��∞ ≤ C0 n

3
2 (log n)

1
2 }) ≤ P({Xα ∈ Ω}).

As in the previous section, we shall use an idea from [6] to bound this probability
by �2n−2. First we need to consider the covariance matrix Wα of Xα.

Lemma 5.1. Let

Wα =
1
n

n−1�

j=0

cov(rjφ(j/n)(cos(jxα), sin(jxα),
j

n
cos(jxα),

j

n
sin(jxα)))

be the covariance matrix of Xα. Then Wα is uniformly nonsingular in α and large n.
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Proof. Clearly, each entry in the matrix Wα is equal to one of the expressions

n−1�

j=0

φ(j/n)2(j/n)ν cos2(jxα) ,

n−1�

j=0

φ(j/n)2(j/n)ν sin2(jxα),

1
2

n−1�

j=0

φ(j/n)2(j/n)ν sin(2jxα)

for some ν = 0, 1, 2. Therefore, Lemma 3.1 implies that as n →∞

Wα =
1
2





I1 0 I2 0
0 I1 0 I2

I2 0 I3 0
0 I2 0 I3



 + o(1)(5.1)

where I1 =
� 1
0 φ(t)2 dt, I2 =

� 1
0 tφ(t)2 dt, I3 =

� 1
0 t2φ(t)2 dt. Note that the deter-

minant of the matrix in (5.1) is 1
16 (I1I3 − I2

2 )2 > 0 since tφ and φ are linearly
independent. �

The following lemma is the main result of this section. As in the previous section,
estimate (5.2) will be obtained by approximating the characteristic function of Xα

on a certain neighborhood of the origin. Outside of this neighborhood we shall show
that the characteristic function of Xα is exponentially small. This will again depend
crucially on the arithmetic properties of good intervals, more precisely Lemma 4.3
above.

Lemma 5.2. For any � > 0 and large n

sup
α

P({Xα ∈ Ω}) ≤ Cn
−2

�
2
.(5.2)

Proof. Let

R0 = {(z, w) ∈ C2 : |w| ≤ 1 , |z| ≤ n
−1

�} and
Rj = {(z, w) ∈ C2 : 2j−1 ≤ |w| ≤ 2j

, |z| ≤ 2j
n
−1

�} if j ≥ 1.

Clearly,

Ω ⊂
j0�

j=0

Rj(5.3)

where j0 is minimal with 2j0−1 > C0(log n) 1
2 . Choose a nonnegative function

χ ∈ C∞0 (R2) such that χ = 0 on a neighborhood of zero and χ ≥ 1 on {1 ≤ |w| ≤ 2}.
Let ρ be defined as in Lemma 4.1. Set

F0(z, w) = ρ(w)ρ(n�
−1

z) , Fj(z, w) = χ(2−j+1
w)ρ(2−j

n�
−1

z) if j ≥ 1.

By (5.3) and the choice of χ and ρ ,

j0�

j=0

Fj ≥ χΩ.
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Let PXα and gα denote the distribution and characteristic function of Xα, respec-
tively. Then by Plancherel’s theorem

P({Xα ∈ Ω}) ≤
j0�

j=0

�

R4
Fj(z, w) dPXα(z, w)

= n
−2

�
2

�

R4
ρ̂(−η)ρ̂(n−1

� ξ)gα(ξ, η) dξdη

+
j0�

j=1

n
−2

�
2 24j−2

�

R4
χ̂(−2j−1

η)ρ̂(−2j
n
−1

� ξ)gα(ξ, η) dξdη.(5.4)

It will suffice to estimate the sum over j. The reader will easily verify that the first
integral (corresponding to j = 0) in (5.4) can be dealt with in the same manner.
Split R4 into the regions (with τ = (σ − 1/2)/10 as in section four)

I = {|ξ| ≤ n
1
6 , |η| ≤ n

τ} , II = {n 1
6 < |ξ| ≤ n

1+τ
, |η| ≤ n

τ}
III = {|η| > n

τ}.

Note that the integrands in (5.4) vanish if |ξ| ≥ n1+τ and �nτ ≥ 2. We shall assume
this last condition. Since χ̂ is a Schwartz function, the integral over region III will
decay rapidly with increasing j. Indeed, denoting the integrand in the summands
of (5.4) by Gj and using �gα�∞ ≤ 1, we obtain

n
−2

�
2 24j−2

����
�

III
Gj(ξ, η) dξdη

����

≤ n
−2

�
2 24j−2

�

|η|>nτ

�

R2
|χ̂(−2j−1

η)| |ρ̂(−2j
n
−1

� ξ)| dξdη

≤ CN

�

|η|>2j−1nτ

(1 + |η|)−2N
dη ≤ CN2−Nj

n
−Nτ

for any N > 1. In particular, we can take N ≥ 3τ−1 so that
∞�

j=1

n
−2

�
2 24j−2

����
�

III
Gj(ξ, η) dξdη

���� ≤ Cn
−3

.(5.5)

Next we turn to region I. Since (T (xα), T �(xα)/in) is the sum of independent ran-
dom vectors with mean zero and uniformly bounded third moments Lemma 5.1
above and Theorem 8.4 in [1] imply

|gα(ξ, η)− exp(−|W
1
2

α (ξ, η)|2/2)| ≤ Cn
− 1

2 (|ξ| + |η|)3 exp(−c(|ξ|2 + |η|2))

provided |ξ| + |η| ≤ n
1
6 . Hence

�

I
χ̂(−2j−1

η)ρ̂(−2j
n
−1

� ξ)gα(ξ, η) dξdη

=
�

R4
χ̂(−2j−1

η)ρ̂(−2j
n
−1

� ξ) exp(−|W
1
2

α (ξ, η)|2/2) dξdη + O(n−
1
2 ).(5.6)

Note that all moments of χ̂ vanish since
�

R2
χ̂(η)ηγ

dη = (2πi
∂

∂z
)γ

χ(0) = 0.(5.7)
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In order to exploit this fact, we will approximate the Gaussian in (5.6) by a Taylor
polynomial in η for fixed ξ. This type of argument is standard in Littlewood–Paley
theory from harmonic analysis. Let

Pm,α(ξ, η) =
�

|β|≤m

ηβ

β!
∂β

∂ζβ
exp(−|W

1
2

α (ξ, ζ)|2/2)
���
ζ=0

.(5.8)

Since Pm,α(ξ, η) is a polynomial in η for fixed ξ, (5.7) implies that
�

R2
χ̂(η)Pm,α(ξ, η) dη = 0(5.9)

for every ξ ∈ R2. Furthermore, it is easy to verify that

|Pm,α(ξ, η)| ≤ Cm(1 + |ξ| + |η|)m exp(−c|ξ|2)(5.10)

|Pm,α(ξ, η)− exp(−|W
1
2

α (ξ, η)|2/2)|(5.11)
≤ Cm(1 + |ξ| + |η|)m+1 · |η|m+1 exp(−c|ξ|2).

Indeed, (5.10) follows from the definition (5.8) and the chain rule, whereas (5.11)
is a consequence of the standard error estimates for the Taylor expansion. In view
of (5.9)–(5.11) the integral in (5.6) can now be estimated as follows.

����
�

R4
χ̂(−2j−1

η)ρ̂(−2j
n
−1

� ξ) exp(−|W
1
2

α (ξ, η)|2/2) dξdη

����

=
����
�

R4
χ̂(−2j−1

η)ρ̂(−2j
n
−1

� ξ)[exp(−|W
1
2

α (ξ, η)|2/2)− Pm,α(ξ, η)] dξdη

����

≤ C

�

|η|≥1

�

R2
|χ̂(−2j−1

η)|[|Pm,α(ξ, η)| + exp(−|W
1
2

α (ξ, η)|2/2)] dξdη

+C

�

|η|≤1

�

R2
|χ̂(−2j−1

η)| |Pm,α(ξ, η)− exp(−|W
1
2

α (ξ, η)|2/2)| dξdη

≤ CN,m

�

|η|≥1

�

R2
(2j |η|)−N [(1 + |ξ| + |η|)m exp(−c|ξ|2)

+ exp(−c(|ξ|2 + |η|2|))] dξdη

+CN,m

�

|η|≤1

�

R2
(1 + 2j |η|)−N−1(1 + |ξ|)m+1|η|m+1 exp(−c|ξ|2) dξdη

≤ CN,m(2−jN + 2−j(m+3))(5.12)

provided N > m + 2. With m = 2, N = 5 we therefore conclude from (5.6)
and (5.12) that

j0�

j=1

n
−2

�
2 24j−2

����
�

I
Gj(ξ, η) dξdη

����

≤ C

∞�

j=0

n
−2

�
2 24j−2 2−5j + C

j0�

j=0

n
−2

�
2 24j−2

n
− 1

2 ≤ Cn
−2

�
2(5.13)

for large n. Finally, Lemma 5.3 below implies that the contributions from region II
are negligible. In view of (5.5) and (5.13) the proof is complete. �
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Lemma 5.3. For all α and large n

sup
(ξ,η)∈II

|gα(ξ, η)| < exp(−n
τ ).

Proof. The proof is very similar to that of Lemma 4.2. Let (ξ, η) ∈ II. Then

gα(ξ, η) =
n−1�

j=0

cos(πβj)

with

βj = vφ(j/n) cos(jxα + θ0) + w
j

n
φ(j/n) cos(jxα + θ1),(5.14)

for suitable θ0, θ1 and v, w satisfying

1
π

n
− 1

3 < v < n
1
2+τ

, 0 ≤ w ≤ n
− 1

2+τ
.

By an argument analogous to (4.4) it suffices to assume that

card({j ∈ [0, n) ∩ Z : |�βj |� >
1
2
n
−τ}) ≤ n

4τ
.(5.15)

Define
ψj = v φ(j/n) cos(jxα + θ0).

Since 0 ≤ w ≤ n−
1
2+τ it follows from (5.15) that for large n

card({j ∈ [0, n) ∩ Z : |�ψj |� > n
−τ}) ≤ n

4τ
.

By Lemma 4.3 there exists an interval J ⊂ [0, n) so that for some constant c

�

j∈J
φ(j/n)2 cos2(jxα + θ0) ≥ c n

1−5τ(5.16)

and supj∈J |ψj | ≤ 3n−τ . This clearly implies that supj∈J |βj | < 1/4. Hence

0 < cos(πβj) ≤ 1− β
2
j

and thus
sup
II

|gα(ξ, η)| ≤ sup
πv>n−1/3, w≤n−1/2+τ

exp(−c

�

j∈J
β

2
j ).

It follows easily from (5.14) that

β
2
j ≥

v2

2
φ(j/n)2 cos2(jxα + θ)− w

2
φ(j/n)2.

We therefore obtain in view of (5.16) and because of v >
1
π n−

1
3 , 0 ≤ w < n−

1
2+τ

that �

j∈J
β

2
j ≥ c n

1
3−5τ − n

−1+2τ
n ≥ c n

1
3−5τ

for large n, and the lemma follows (recall τ ≤ 1/200). �
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