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#### Abstract

In this thesis we establish sharp $L^{p} \rightarrow L^{q}$ bounds for the circular maximal function in the plane. This is accomplished by interpolating a $L^{5 / 2} \rightarrow L^{5}$ endpoint estimate with Bourgain's well-known $L^{p} \rightarrow L^{p}$ bounds. The endpoint estimate is proved by combining the geometric/combinatorial method of KolasaWolff with a $L^{2}$ inequality for the maximal function on a small ball. The $L^{p} \rightarrow L^{q}$ estimates for the circular maximal function established in this thesis would be a consequence of C. Sogge's sharp local smoothing conjecture for the wave equation.
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## Chapter 1

## Introduction

### 1.1 Overview and general discussion

In [18] Stein introduced the maximal function

$$
\begin{equation*}
\mathcal{M} f(x)=\sup _{0<t<\infty} \int_{S^{d-1}}|f(x-t y)| d \sigma(y) \tag{1.1}
\end{equation*}
$$

( $d \sigma$ being surface measure on $S^{d-1}$ ) and showed that $M: L^{p}\left(\mathbb{R}^{d}\right) \rightarrow L^{p}\left(\mathbb{R}^{d}\right)$ for the optimal range of $p$ 's provided $d \geq 3$. The case $d=2$ was settled by Bourgain [1]. It is easy to see that maximal functions of type (1.1) can never be bounded on any $L^{p}$ with $p<\infty$ if we replace spheres by boundaries of cubes, say. Indeed, let

$$
\widetilde{\mathcal{M}} f(x)=\sup _{1<t<2} \int_{\partial[-1,1]^{d}}|f(x-t y)| d \mu(y)
$$

where $d \mu$ is surface measure on $\partial[-1,1]^{d}$. Choose $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ with the following properties: $f \geq 0$, $f\left(x^{\prime}, 0\right)=\infty$ for all $x^{\prime}=\left(x_{1}, \ldots, x_{d-1}\right), \int|f|^{p} d x<\infty$ for any finite $p$. With this choice of $f$ it is clear that $\widetilde{\mathcal{M}}\left(x^{\prime}, x_{d}\right)=\infty$ for all $x^{\prime} \in \mathbb{R}^{d-1}, x_{d} \in(1,2)$. More generally, the same example shows that maximal averages over any hypersurface containing a piece of a plane can never be bounded on $L^{p}$ for finite $p$. Typically, such hypersurfaces are ruled out by assuming nonvanishing Gaussian curvature. It turns out that this condition plays a crucial role in the analysis of $\mathcal{M}$, and also in other problems in harmonic analysis, cf. [20]. The reason for this is the following well-known result (which we state for spheres rather than general surfaces).

Proposition 1.1.1 The Fourier transform of the surface measure $d \sigma$ of the unit sphere $S^{d-1}$ has the following asymptotic expansion:

$$
\begin{equation*}
\widehat{d \sigma}(\xi)=e^{2 \pi i|\xi|} \omega_{+}(|\xi|)+e^{-2 \pi i|\xi|} \omega_{-}(|\xi|) \tag{1.2}
\end{equation*}
$$

with smooth functions $\omega_{ \pm}$on $\mathbb{R}^{+}$satisfying

$$
\left|\frac{d^{k}}{d s^{k}} \omega_{ \pm}(s)\right| \leq C_{k}(1+s)^{-(d-1) / 2-k} \quad k=0,1,2, \ldots
$$

Proof: This is a standard application of the method of stationary phase to the integral

$$
\begin{equation*}
\widehat{d \sigma}(\xi)=\int_{S^{d-1}} e^{2 \pi i x \cdot \xi} d \sigma(x) \tag{1.3}
\end{equation*}
$$

Indeed, fix $v \in S^{d-1}$ and let $\xi=\lambda v, \lambda>1$. By stationary phase, the main contributions to the integral in (1.3) will come from the critical points of the phase function $\phi: S^{d-1} \rightarrow \mathbb{R}$ defined by $\phi(x)=x \cdot \xi$. Clearly, those critical points are given by the points with normal parallel to $v$, i.e., $x= \pm v$. Furthermore, by the nonvanishing of the Gaussian curvature, these critical points are nondegenerate. Hence stationary phase implies that the main contributions to (1.3) come from $\lambda^{-1 / 2}$ neighborhoods of $\pm v$, more precisely

$$
\widehat{d \sigma}(\lambda v)=c_{1} e^{2 \pi i \lambda} \lambda^{-(n-1) / 2}+c_{2} e^{-2 \pi i \lambda} \lambda^{-(n-1) / 2}+\text { lower order terms. }
$$

Finally, the full statement (1.2) of the proposition follows by a more detailed analysis involving the parameter $v \in S^{d-1}$. We refer the reader to [6], Theorem 7.7.14, or [16], Theorem 1.2.1, for details.

Following Stein, we prove the $L^{2}$ boundedness of

$$
\begin{equation*}
\overline{\mathcal{M}} f(x)=\sup _{1<t<2} \int_{S^{d-1}}|f(x-t y)| d \sigma(y) \tag{1.4}
\end{equation*}
$$

in dimensions $d \geq 3$ using (1.2), cf. [18], [20].
Proposition 1.1.2 Suppose $d \geq 3$. Then

$$
\begin{equation*}
\|\overline{\mathcal{M}} f\|_{2} \leq C\|f\|_{2} \tag{1.5}
\end{equation*}
$$

for all $f \in C_{c}\left(\mathbb{R}^{d}\right)$ (= continuous functions with compact support).
Proof: Let

$$
A_{t} f(x)=\int_{S^{d-1}} f(x-t y) d \sigma(y)=\left(f * d \sigma_{t}\right)(x)
$$

where $d \sigma_{t}$ is the normalized surface measure on $t S^{d-1}$. We may assume that $f \geq 0$. Then

$$
\begin{aligned}
\sup _{1<t<2} A_{t} f(x) & \leq A_{1} f(x)+\int_{1}^{2}\left|\frac{d}{d t} A_{t} f(x)\right| d t \\
& =A_{1} f(x)+\int_{1}^{2}\left|f *\left(\frac{d}{d t} d \sigma_{t}\right)(x)\right| d t
\end{aligned}
$$

Thus

$$
\begin{equation*}
\|\overline{\mathcal{M}} f\|_{2} \leq\left\|A_{1} f\right\|_{2}+\int_{1}^{2}\left\|f * \frac{d}{d t}\left(d \sigma_{t}\right)\right\|_{2} d t \tag{1.6}
\end{equation*}
$$

By Young's inequality,

$$
\begin{equation*}
\left\|A_{1} f\right\|_{2} \leq\|f\|_{2} \tag{1.7}
\end{equation*}
$$

To estimate the integral we apply Plancherel's theorem.

$$
\begin{equation*}
\left\|f * \frac{d}{d t}\left(d \sigma_{t}\right)\right\|_{2}=\left\|\hat{f} \frac{d}{d t} \widehat{d \sigma_{t}}\right\|_{2} \leq\|f\|_{2}\left\|\frac{d}{d t} \widehat{d \sigma_{t}}\right\|_{\infty} \tag{1.8}
\end{equation*}
$$

Since $d \sigma_{t}(x)=t^{-(d-1)} d \sigma(x / t)$ and thus $\widehat{d \sigma_{t}}(\xi)=\widehat{d \sigma}(t \xi)$, (1.2) implies that

$$
\begin{equation*}
\left\|\frac{d}{d t} \widehat{d \sigma_{t}}\right\|_{\infty} \leq C \tag{1.9}
\end{equation*}
$$

provided $d \geq 3$. The proposition follows from (1.6)-(1.9).

Remarks: a) The operator $\overline{\mathcal{M}}$ is not bounded on $L^{2}$ if $d=2$, cf. Stein's example (1.11) below.
b) Estimate (1.5) also holds for the global maximal function $M$. Indeed, given suitable inequalities for $\overline{\mathcal{M}}$ one can pass to corresponding bounds on M by scaling and Littlewood-Paley theory. This is done in detail in chapter 3 , section 1 below. In this introduction we shall consider only $\overline{\mathcal{M}}$.
c) It is possible to extend Proposition 1.1.2 to general $f \in L^{2}$. Some care has to be taken in defining $\overline{\mathcal{M}}$, see, e.g., section 3 .

It turns out that Proposition 1.1.2 is not optimal, in so far as $\overline{\mathcal{M}}$ is bounded on $L^{p}\left(\mathbb{R}^{d}\right)$ for some $p<2$ provided $d \geq 3$. Indeed, we have the following result, which is due to Stein [18] in dimension $d \geq 3$ and Bourgain [1] in dimension 2.

Theorem 1.1.1 Suppose $d \geq 2, \frac{d}{d-1}<p \leq \infty$. Then

$$
\begin{equation*}
\|\overline{\mathcal{M}} f\|_{p} \leq C\|f\|_{p} \tag{1.10}
\end{equation*}
$$

for all $f \in C_{c}\left(\mathbb{R}^{d}\right)$. (1.10) cannot hold for any $p \leq \frac{d}{d-1}$.

The sharpness is immediate from Stein's example

$$
\begin{equation*}
f(x)=\left.|x|^{d-1}|\log | x\right|^{-1} \chi_{[|x| \leq 1 / 2]}(x) \tag{1.11}
\end{equation*}
$$

Indeed, $f \in L^{p}\left(\mathbb{R}^{d}\right)$ for all $p \leq \frac{d}{d-1}$, but $\overline{\mathcal{M}} f(x)=\infty$ provided $1<|x|<2$.
For the original proofs we refer the reader to the aforementioned papers. Other proofs, based on the theory of Fourier integral operators, can be found in Sogge [15] and Stein [19]. See also section 2 below.

The main result in this thesis is the following generalization of Bourgain's theorem.
Theorem 1.1.2 Suppose $\left(\frac{1}{p}, \frac{1}{q}\right)$ lies in the interior of the triangle $\mathcal{T}$ with vertices (2/5,1/5), (1/2,1/2), (0,0). Then

$$
\begin{equation*}
\|\overline{\mathcal{M}} f\|_{L^{q}\left(\mathbb{R}^{2}\right)} \leq C\|f\|_{L^{p}\left(\mathbb{R}^{2}\right)} \tag{1.12}
\end{equation*}
$$

for any $f \in C_{c}\left(\mathbb{R}^{2}\right)$. Moreover, (1.12) cannot hold for any $\left(\frac{1}{p}, \frac{1}{q}\right)$ in the exterior of $\mathcal{T}$.

In view of Bourgain's theorem, (1.12) also holds if $\left(\frac{1}{p}, \frac{1}{q}\right)$ lies on the segment connecting $(0,0)$ with $(1 / 2,1 / 2)$. The optimality statement is easy. Indeed, for small $\delta>0$, let

$$
f_{0}=\chi_{[1-\delta<|x|<1+\delta]}
$$

Then $\overline{\mathcal{M}} f_{0}(x)=1$ on $|x|<\delta$. Hence $\left\|f_{0}\right\|_{p} \simeq \delta^{\frac{1}{p}}$ and $\left\|\overline{\mathcal{M}} f_{0}\right\|_{q} \geq \delta^{\frac{2}{q}}$. Secondly, let

$$
f_{1}=\chi_{\left[\left|x_{1}\right|<\delta,\left|x_{2}\right|<\delta^{1 / 2}\right]}
$$

Then $\overline{\mathcal{M}} f_{1}(x) \simeq \delta^{1 / 2}$ if $1<\left|x_{1}\right|<2$ and $\left|x_{2}\right|<\delta^{1 / 2}$. Thus $\left\|f_{1}\right\|_{p} \simeq \delta^{\frac{3}{2 p}}$ and $\left\|\overline{\mathcal{M}} f_{1}\right\|_{q} \simeq \delta^{\frac{1}{2}\left(1+\frac{1}{q}\right)}$. Given these properties of $f_{0}$ and $f_{1}$ and the translation invariance of $\overline{\mathcal{M}}$ we conclude that (1.12) can hold only
if $\left(\frac{1}{p}, \frac{1}{q}\right)$ lies inside the region bounded by the lines $\frac{2}{q}=\frac{1}{p}, 1+\frac{1}{q}=\frac{3}{p}$, and $\frac{1}{p}=\frac{1}{q}$. However, it is easy to see that this region coincides with the closure of $\mathcal{T}$.

We shall obtain Theorem 1.1.2 by interpolating the known estimates for $\overline{\mathcal{M}}$ on the segment $(0,0)$, $(1 / 2,1 / 2)$, cf. [1], [18], [10], with the following endpoint result ( $b$ is some positive constant)

$$
\begin{equation*}
\left\|\overline{\mathcal{M}}_{\delta} f\right\|_{5, \infty} \leq C|\log \delta|^{b}\|f\|_{5 / 2,1} \tag{1.13}
\end{equation*}
$$

Here $\overline{\mathcal{M}}_{\delta}$ is the maximal average over thin $\delta$ annuli (see page 9 ) and the norms are those of the corresponding Lorentz spaces. In other words, $\overline{\mathcal{M}}_{\delta}$ is of restricted weak type $(5 / 2,5)$. We do not know whether the $\log \delta$ term is an artefact of the proof or not.

The proof of (1.13) is a combination of the geometric/combinatorial methods from Kolasa-Wolff [8] and a localized $L^{2}$ inequality for $\overline{\mathcal{M}}_{\delta}$, which seems to be new. The details are in chapter 2 below.

### 1.2 Fourier integral operators

The proof of Proposition 1.1.2 suggests that it might be possible to obtain maximal function estimates from suitable $L^{p} \rightarrow L^{q}$ estimates for operators of the form

$$
\begin{equation*}
F f(x, t)=\int_{\mathbb{R}^{d}} e^{2 \pi i(x \cdot \xi+t|\xi|)} a(\xi) \hat{f}(\xi) d \xi \tag{1.14}
\end{equation*}
$$

with symbol $a \in S^{-m}\left(\mathbb{R}^{d}\right)$. Note that the main ingredient in the proof of Proposition 1.1.2 is

$$
\sup _{1 \leq t \leq 2}\|F f(\cdot, t)\|_{2} \leq C\|f\|_{2}
$$

with $m=0$, which is a direct consequence of Plancherel's theorem. It turns out that the optimal $L^{p} \rightarrow L^{p}$ estimates for fixed $t$ (we set $t=1$ ) are

$$
\begin{equation*}
\|F f(\cdot, 1)\|_{L^{p}\left(\mathbb{R}^{d}\right)} \leq C\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)} \quad \text { provided } \quad\left|\frac{1}{2}-\frac{1}{p}\right| \leq \frac{m}{d-1} \tag{1.15}
\end{equation*}
$$

For the wave equation these inequalities were established by Peral [11]. More precisely, if $u$ solves

$$
\begin{aligned}
\square u & =0 \\
u(\cdot, 0) & =f, \quad u_{t}(\cdot, 0)=0
\end{aligned}
$$

in $\mathbb{R}^{d}$ then Peral showed that

$$
\begin{equation*}
\|u(\cdot, 1)\|_{L^{p}\left(\mathbb{R}^{d}\right)} \leq C\|f\|_{L_{\gamma}^{p}\left(\mathbb{R}^{d}\right)} \tag{1.16}
\end{equation*}
$$

provided $\left|\frac{1}{2}-\frac{1}{p}\right|=\frac{\gamma}{d-1}$. Here $L_{\gamma}^{p}$ is the usual Sobolev-Bessel space with norm

$$
\|f\|_{L_{\gamma}^{p}}=\left\|(I-\triangle)^{\gamma / 2} f\right\|_{p}
$$

The connection between (1.15) and (1.16) is given by the solution formula

$$
u(x, t)=\int_{\mathbb{R}^{d}} e^{2 \pi i x \cdot \xi} \cos (2 \pi|\xi| t) \hat{f}(\xi) d \xi
$$

That one needs at least $(d-1)\left|\frac{1}{2}-\frac{1}{p}\right|$ many derivatives in (1.16) can be seen by taking initial data $f$ which are localized to a thin shell of radius one, say, and a small ball, respectively.

In Seeger-Sogge-Stein [14] it was shown that (1.15) holds for Fourier integral operators with phase function $\Phi(x, \xi)$, homogeneous in $\xi$, satisfying the nondegeneracy condition

$$
\operatorname{det}\left(\frac{\partial^{2} \Phi}{\partial x \partial \xi}\right) \neq 0
$$

See also Stein [19] and the numerous references to related work given there.
It is easy to see that Stein's theorem 1.1.1, i.e., the case $d \geq 3$ follows from (1.15). Indeed, by Proposition 1.1.1 spherical means can be written as

$$
\begin{aligned}
A_{t} f(x) & =\int_{\mathbb{R}^{d}} e^{2 \pi i(x \cdot \xi+t|\xi|)} \omega_{+}(t|\xi|) \hat{f}(\xi) d \xi+\int_{\mathbb{R}^{d}} e^{2 \pi i(x \cdot \xi-t|\xi|)} \omega_{-}(t|\xi|) \hat{f}(\xi) d \xi \\
& =F^{+} f(x, t)+F^{-} f(x, t)
\end{aligned}
$$

It suffices to consider $F^{+} f$. Let $\eta \in C_{0}^{\infty}(\mathbb{R})$ be equal to one on (1,2). Applying Sobolev's theorem in the $t$ variable yields

$$
\begin{equation*}
\sup _{1 \leq t \leq 2}\left|F^{+} f(x, t)\right| \leq C\left\|\left(I-\frac{\partial^{2}}{\partial t^{2}}\right)^{\alpha / 2}\left\{\eta(t) F^{+} f(x, \cdot)\right\}\right\|_{L^{p}(\mathbb{R})} \tag{1.17}
\end{equation*}
$$

with $\alpha>1 / p$. The right-hand side of (1.17) can be estimated by (1.15) since the operator inside the norm is of the form (1.14) with

$$
m=-\alpha+\frac{d-1}{2}
$$

Indeed, $(d-1) / 2$ is simply the rate of decay given by (1.2), whereas the $-\alpha$ term is due to taking $\alpha$ time derivatives, which essentially amounts to taking $\alpha$ derivatives in space. Hence (1.17) and (1.15) imply

$$
\|\overline{\mathcal{M}} f\|_{L^{p}\left(\mathbb{R}^{d}\right)} \leq C\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)}
$$

provided

$$
\left|\frac{1}{2}-\frac{1}{p}\right| \leq \frac{1}{2}-\frac{\alpha}{d-1}<\frac{1}{2}-\frac{1}{p(d-1)}
$$

i.e., if $d \geq 3$ and $p>\frac{d}{d-1}$, which agrees with Theorem 1.1.1 above. Note that this method fails in $d=2$ since we need strict inequality in $\alpha>1 / p$. However, Mockenhaupt-Seeger-Sogge [10] observed that the above approach does yield Bourgain's circular maximal theorem provided one replaces (1.15) with the following local smoothing estimate

$$
\begin{equation*}
\int_{1}^{2} \int_{\mathbb{R}^{2}}|F f(x, t)|^{p} d x d t \leq C_{\epsilon}\|f\|_{L_{\alpha(p)+\epsilon}^{p}}^{p}\left(\mathbb{R}^{2}\right) \tag{1.18}
\end{equation*}
$$

where $2<p \leq \infty, \epsilon>0$ and

$$
\alpha(p)= \begin{cases}\frac{1}{2}\left(\frac{1}{2}-\frac{1}{p}\right) & 2<p \leq 4  \tag{1.19}\\ \frac{1}{2}-\frac{3}{2 p} & 4<p \leq \infty\end{cases}
$$

In [10] inequality (1.18) was obtained by an adaptation of Córdoba's proof of the Carleson-Sjölin theorem [3]. Note that (1.19) represents a gain of a fixed number of derivatives over the fixed time estimate (1.15), e.g., in case $p=4$ of a gain $<1 / 8$. We therefore conclude from the previous discussion that Bourgain's circular maximal theorem is a consequence of (1.18). A conjecture of Sogge [15], known as the sharp local smoothing conjecture, maintains that (1.18) should hold with $2<p \leq 4$ and $\alpha(p)=0$. It is shown in [15] that this is best possible and that it would imply the Carleson-Sjölin
theorem. Moreover, it is easy to see that the optimal $L^{p}\left(\mathbb{R}^{2}\right) \rightarrow L^{q}\left(\mathbb{R}^{2}\right)$ bounds for the circular maximal function would follow from Sogge's conjecture. Indeed, applying Sobolev imbedding in $t$ as above, that conjecture would imply

$$
\|\overline{\mathcal{M}} f\|_{L^{4}\left(\mathbb{R}^{2}\right)} \leq C\|f\|_{L_{-1 / 4+\epsilon}^{4}\left(\mathbb{R}^{2}\right)}
$$

Interpolating this with the simple $L^{1} \rightarrow L^{\infty}$ bound

$$
\|\overline{\mathcal{M}} f\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \leq C\|f\|_{L_{1}^{1}\left(\mathbb{R}^{2}\right)}
$$

yields

$$
\|\overline{\mathcal{M}} f\|_{L^{q}\left(\mathbb{R}^{2}\right)} \leq C\|f\|_{L^{p}\left(\mathbb{R}^{2}\right)}
$$

provided $\left(\frac{1}{p}, \frac{1}{q}\right)$ lies on the half open segment connecting $(1 / 4,1 / 4)$ and $(2 / 5,1 / 5)$. This is precisely the statement of Theorem 1.1.2 above.

In conclusion we would like to mention that Schlag and Sogge [13] have recently established the following local smoothing estimate

$$
\begin{equation*}
\int_{1}^{2} \int_{\mathbb{R}^{2}}|F f(x, t)|^{5} d x d t \leq C_{\epsilon}\|f\|_{L_{3 / 10+\epsilon}^{5 / 2}}^{5} \tag{1.20}
\end{equation*}
$$

Firstly, (1.20) would again follow from the sharp local smoothing conjecture by interpolating with the appropriate $L_{x}^{1} \rightarrow L_{x, t}^{\infty}$ bound. Secondly, since $3 / 10=1 / 2-1 / 5$, Sobolev imbedding with $1 / 5+\epsilon$ derivatives in $t$ shows that Theorem 1.1.2 follows from (1.20). The proof of (1.20) is based in part on the Klainerman-Machedon estimate [7] for the wave equation. However, we shall not discuss the proof here, since the emphasis in this thesis lies on the combinatorial method of Kolasa-Wolff rather than on the Fourier integral operator methods. [13] also contains variable coefficient extensions of Theorem 1.1.2 as well as sharp $L^{p} \rightarrow L^{q}$ bounds for spherical maximal operators in higher dimensions.

### 1.3 Related questions from geometric measure theory

Suppose E and F are subsets of the plane with E closed and F measurable. Assume that for every $x \in F$ there is an $r_{x} \in(1,2)$ so that

$$
\mathcal{H}^{1}\left(C\left(x, r_{x}\right) \cap E\right)>0 \quad \text { for all } x \in F
$$

where $\mathcal{H}^{1}$ is linear Hausdorff measure (for properties of Hausdorff measure, see Falconer's book [5], chapter one. Dimension in this section will always mean Hausdorff dimension). In this section we shall always assume that E and F are as above. The following result is due to Marstrand [9] and Bourgain [1]. We will denote Lebesgue measure by $|\cdot|$.

Theorem 1.3.1 If $|F|>0$ then $|E|>0$. In other words, the union of a family of circles has positive (planar) measure if their centers form a set of positive measure.

Proof: This is a simple consequence of Bourgain's circular maximal theorem. Indeed, assume that $U \in \mathbb{R}^{2}$ is open. Then there is an increasing sequence of nonnegative functions $f_{n} \in C_{c}\left(\mathbb{R}^{2}\right)$ so that $\sup _{n} f_{n}=\chi_{U}$. Fix a $p \in(2, \infty)$. By monotone convergence and Theorem 1.1.1

$$
\left\|\overline{\mathcal{M}} \chi_{U}\right\|_{p} \leq C\left\|\chi_{U}\right\|_{p}=C|U|^{\frac{1}{p}}
$$

In case $|E|=0$ there would be a decreasing sequence of open sets $U_{n} \supset E$ so that $\bigcap_{n} U_{n}=E$ and $\left|U_{n}\right| \rightarrow 0$. We could then conclude from the previous inequality that

$$
\left\|\overline{\mathcal{M}} \chi_{E}\right\|_{p}=0
$$

However, this contradicts $|F|>0$.

One might ask whether the conclusion of Theorem 1.3 .1 will still hold under the assumption that $\operatorname{dim}(F)>c_{0}$ for some $c_{0}<2$. The following result of Talagrand [21] shows that $c_{0}$ has to be at least one.

Proposition 1.3.1 There exist $E$ and $F$ such that $\mathcal{H}^{1}(F)>0$ but $|E|=0$.
On the other hand, Wolff [22] has shown recently that for F as in the proposition, E "barely fails to have positive measure". More precisely he showed

Theorem 1.3.2 If $\mathcal{H}^{1}(F)>0$ then $\operatorname{dim}(E)=2$.
His proof is based in part on an argument from combinatorial geometry that was developed in [4] to obtain bounds on the number of incidences between $n$ spheres and $m$ points in $\mathbb{R}^{3}$.

We do not know whether it is possible to deduce $c_{0}=1$ from [22]. Rather, we will show that $c_{0}=1$ would be a consequence of the sharp local smoothing conjecture from the previous section. This connection, which relies on the theory of capacities, was pointed out to me by Thomas Wolff. For the definition of capacity as well as the connection between Hausdorff measure and capacity we refer the reader to the appendix.

Proposition 1.3.2 Given that the sharp local smoothing conjecture is true, suppose that $\operatorname{dim}(F)>1$. Then $|E|>0$.

Proof: Firstly, we may assume that E is compact and that

$$
\mathcal{H}^{1}\left(E \cap C\left(x, r_{x}\right)\right) \geq \gamma>0
$$

for all $x \in F$ with $\gamma$ fixed (since $\mathcal{H}^{1}$ is a regular outer measure, see [5]). Since $\operatorname{dim}(F)>1$ there is an $\epsilon>0$ so that $\mathcal{H}^{1+\epsilon}(F)>0$. Fix $\epsilon$ to be that number. Assume the proposition fails. Then there is a sequence $f_{j}$ of nonnegative functions in $C_{0}^{\infty}\left(\mathbb{R}^{2}\right)$ so that $f_{j}=1$ on a neighborhood of $E$ and $\left\|f_{j}\right\|_{4} \rightarrow 0$ as $j \rightarrow \infty$. Pick a cutoff function $\eta \in C_{0}^{\infty}(\mathbb{R})$ so that $\eta=1$ on $(1,2)$. Define

$$
u_{j}(x, r)=\left(d \sigma_{r} * f_{j}\right)(x) \eta(r)
$$

Then $u_{j}>\gamma / 2$ on some neighborhood of $F^{\prime}=\left\{\left(x, r_{x}\right): x \in F\right\}$. If the sharp local smoothing conjecture is correct then

$$
\left\|u_{j}\right\|_{L_{1 / 2-\epsilon / 8}^{4}\left(\mathbb{R}^{3}\right)} \leq C_{\epsilon}\left\|f_{j}\right\|_{L^{4}\left(\mathbb{R}^{2}\right)}
$$

Therefore, by the definition of capacity (see appendix)

$$
C_{4, \frac{1}{2}-\frac{\epsilon}{8}}\left(F^{\prime}\right) \leq C_{\epsilon}\left\|f_{j}\right\|_{4}
$$

Passing to the limit $j \rightarrow \infty$, this would imply that

$$
\begin{equation*}
C_{4, \frac{1}{2}-\frac{\epsilon}{8}}\left(F^{\prime}\right)=0 . \tag{1.21}
\end{equation*}
$$

However, by the proposition in the appendix we conclude from (1.21) that

$$
0=\mathcal{H}^{3-4\left(\frac{1}{2}-\frac{\epsilon}{8}\right)+\frac{\epsilon}{2}}\left(F^{\prime}\right)=\mathcal{H}^{1+\epsilon}\left(F^{\prime}\right) \geq \mathcal{H}^{1+\epsilon}(F)
$$

which contradicts the choice of $\epsilon$.

## Chapter 2

## The main argument

### 2.1 A reformulation of the main theorem

For the combinatorial argument below it is convenient to consider maximal averages over thin annuli rather than circles. More precisely, let $0<\delta<\frac{1}{2}, 1<r<2$, and define for $f \in \mathcal{S}$

$$
\begin{aligned}
C(x, r) & =\left\{x \in \mathbb{R}^{2}:|x-y|=r\right\} \\
C_{\delta}(x, r) & =\left\{x \in \mathbb{R}^{2}: r(1-\delta)<|x-y|<r(1+\delta)\right\} \\
\overline{\mathcal{M}}_{\delta} f(x) & =\sup _{1<r<2} \frac{1}{\left|C_{\delta}(x, r)\right|}\left|\int_{C_{\delta}(x, r)} f(y) d y\right|
\end{aligned}
$$

where $d \sigma_{r}$ is the normalized surface measure on $r S^{1}$. Unless stated to the contrary, we shall be dealing only with functions defined on $\mathbb{R}^{2}$.

We shall write $\lesssim$ to denote $\leq$ up to an absolute constant. Similarly with $\gtrsim$ and $\simeq$. For any measure $\nu$ on $\mathbb{R}^{d}$, we let $\nu_{\lambda}(x)=\lambda^{-d} \nu\left(\lambda^{-1} x\right)$. First we will consider some examples, two of which have already appeared in chapter 1 , section 1 .

Examples:
i. Let $f=\chi_{C_{\delta}(0,1)}$. Then $\overline{\mathcal{M}}_{\delta} f(x) \simeq 1$ on $|x|<\delta$. Hence $\|f\|_{p} \simeq \delta^{\frac{1}{p}}$ and $\left\|\overline{\mathcal{M}}_{\delta} f\right\|_{q} \gtrsim \delta^{\frac{2}{q}}$.
ii. Let $f=\chi_{R}$, where $R$ is the rectangle centered at 0 with dimensions $\delta \times \delta^{\frac{1}{2}}$. Then $\overline{\mathcal{M}}_{\delta} f(x) \simeq \delta^{\frac{1}{2}}$ provided $\left|x_{1}\right| \simeq 1$ and $\left|x_{2}\right|<\delta^{\frac{1}{2}}$. Hence $\|f\|_{p} \simeq \delta^{\frac{3}{2 p}}$ and $\left\|\overline{\mathcal{M}}_{\delta} f\right\|_{q} \simeq \delta^{\frac{1}{2}\left(1+\frac{1}{q}\right)}$.
iii. Let $f=\chi_{B(0, \delta)}$. Then $\overline{\mathcal{M}}_{\delta} f(x) \simeq \delta$ for $|x| \simeq 1$ and thus $\|f\|_{p} \simeq \delta^{\frac{2}{p}},\left\|\overline{\mathcal{M}}_{\delta} f\right\|_{q} \simeq \delta$.
iv. Let $f(x)=(|1-|x||+\delta)^{-\frac{1}{2}} \chi_{B(0,2)}(x)$. Then

$$
\begin{equation*}
\overline{\mathcal{M}}_{\delta} f(x) \gtrsim\left|\log \frac{\delta}{|x|}\right||x|^{-\frac{1}{2}} \quad \text { if } 2 \delta \leq|x|<1 \tag{2.1}
\end{equation*}
$$

To see this write $f$ as

$$
\begin{equation*}
f \simeq \delta^{-\frac{1}{2}} \sum_{1 \leq 2^{j} \leq \delta^{-1}} 2^{-j / 2} \chi_{C_{2^{j} \delta}\left(0,1+\left(2^{j}-1\right) \delta\right)} . \tag{2.2}
\end{equation*}
$$

Taking the average of $f$ over the annulus $C_{\delta}(x, 1+|x|)$ and considering the contribution of each dyadic shell in (2.2) separately yields (2.1). Hence $\|f\|_{2} \simeq|\log \delta|^{\frac{1}{2}}$ and $\left\|\overline{\mathcal{M}}_{\delta} f\right\|_{2} \gtrsim|\log \delta|$.

In view of these examples one might make the following conjecture (see figure 1).
Conjecture: For any $f \in L^{1} \cap L^{\infty}\left(\mathbb{R}^{2}\right)$

$$
\begin{array}{rlr}
\left\|{\overline{\mathcal{M}} f \|_{q}}^{\lesssim}\right\| f \|_{p} & \text { in region I } \\
\left\|\overline{\mathcal{M}}_{\delta} f\right\|_{q} & \lesssim \delta^{\frac{2}{q}-\frac{1}{p}}\|f\|_{p} & \text { in region II } \\
\left\|\overline{\mathcal{M}}_{\delta} f\right\|_{q} & \lesssim \delta^{\frac{1}{2}\left(1+\frac{1}{q}-\frac{3}{p}\right)}\|f\|_{p} & \text { in region III } \\
\left\|\overline{\mathcal{M}}_{\delta} f\right\|_{q} & \lesssim \delta^{1-\frac{2}{p}}\|f\|_{p} & \text { in region IV. } \tag{2.6}
\end{array}
$$

Regions I,III, and IV do not contain the point $T=\left(\frac{1}{2}, \frac{1}{2}\right)$, where we have the well-known, optimal inequality (see Bourgain [1] and [2] and example iv above)

$$
\begin{equation*}
\left\|\overline{\mathcal{M}}_{\delta} f\right\|_{2} \lesssim|\log \delta|^{\frac{1}{2}}\|f\|_{2} \tag{2.7}
\end{equation*}
$$

Otherwise the boundaries are part of the regions. We will prove the following theorem (by $C_{\epsilon}$ we shall always mean a constant depending only on $\epsilon$ ).

Theorem 2.1.1 For any $f \in L^{1} \cap L^{\infty}\left(\mathbb{R}^{2}\right)$ and any $\epsilon>0$,

$$
\begin{array}{rlr}
\left\|{\overline{\mathcal{M}} f \|_{q}}^{\lesssim}\right\| f \|_{p} \quad \text { in region } I \backslash(Q P \cup P T) \\
\left\|\overline{\mathcal{M}}_{\delta} f\right\|_{q} & \leq C_{\epsilon} \delta^{\frac{2}{q}-\frac{1}{p}-\epsilon}\|f\|_{p} \quad \text { in region II } \\
\left\|\overline{\mathcal{M}}_{\delta} f\right\|_{q} & \leq C_{\epsilon} \delta^{\frac{1}{2}\left(1+\frac{1}{q}-\frac{3}{p}\right)-\epsilon}\|f\|_{p} \quad \text { in region III } \\
\left\|\overline{\mathcal{M}}_{\delta} f\right\|_{q} & \lesssim \delta^{1-\frac{2}{p}}\|f\|_{p} \quad \text { in region IV. } \tag{2.11}
\end{array}
$$

Remarks: a) In certain cases the $\delta^{-\epsilon}$ term can be replaced by a suitable power of $|\log \delta|$, but we do not elaborate on this.
b) It can be shown by modifying the proof of Theorem 2.1.1 that the optimal estimates, i.e., (2.9) with $\epsilon=0$ hold in the region $I I \cap\left\{\frac{1}{q}<\frac{1}{6}\right\} \backslash(Q P \cup P R)$. This (somewhat technical) argument is given in chapter 3 , section 3 .
c) The most interesting statement in Theorem 2.1.1 is probably the estimate at the point P (see figure 1 ), i.e., for all $f \in L^{1} \cap L^{\infty}\left(\mathbb{R}^{2}\right)$ and any $\epsilon>0$

$$
\begin{equation*}
\left\|\overline{\mathcal{M}}_{\delta} f\right\|_{5} \leq C_{\epsilon} \delta^{-\epsilon}\|f\|_{5 / 2} \tag{2.12}
\end{equation*}
$$

(note that the conjecture on page 10 says that this should hold with $\epsilon=0$ ).

The proof of Theorem 2.1.1 is based on a combinatorial argument from Kolasa and Wolff [8] combined with a localized version of the $L^{2}$ estimate (2.7). For the $\delta$-free bounds (2.8) we interpolate the $(5 / 2,5)$ inequality with an estimate obtained from the local smoothing theorem in Mockenhaupt, Seeger, and Sogge [10].

This chapter is organized as follows. In Section 2 we introduce the notion of multiplicity $\mu$ of a family of annuli. It is shown that certain estimates for $\mu$ are equivalent to $L^{p} \rightarrow L^{q}$ bounds on $\overline{\mathcal{M}}_{\delta}$. Section 3 contains the localized $L^{2}$ inequality and a bound on the multiplicity is derived from it. In


Figure 2.1: Regions of boundedness in Theorem 2.1.1
section 4 we establish the main result of this thesis, i.e., the restricted weak type $(5 / 2,5)$ estimate. This is accomplished by combining the combinatorial argument from [8] (which is based on Marstrand's three circle lemma [9]) with the localized inequality from section 3 . Theorem 2.1.1 then follows by various interpolation arguments. This is done in section 5 .

### 2.2 The combinatorial method

Fix $E \subset[0,1]^{2}$ and $0<\lambda \leq 1$. Let $\left\{x_{j}\right\}_{j=1}^{M}$ be a maximally $\delta$-separated set in

$$
F=\left\{x \in \mathbb{R}^{2}:\left(\overline{\mathcal{M}}_{\delta} \chi_{E}\right)(x)>\lambda\right\}
$$

and let $r_{j} \in(1,2)$ be chosen so that

$$
\left|C_{\delta}\left(x_{j}, r_{j}\right) \cap E\right|>\lambda\left|C_{\delta}\left(x_{j}, r_{j}\right)\right|
$$

for $j=1,2, \ldots, M$. Henceforth we shall write $C_{j}^{*}$ instead of $C_{\delta}\left(x_{j}, r_{j}\right) \cap E$ and $C_{j}$ instead of $C_{\delta}\left(x_{j}, r_{j}\right)$. We introduce the multiplicity function

$$
\Phi=\sum_{j=1}^{M} \chi_{C_{j}^{*}} .
$$

Following [8] we define $\mu$ to be the smallest integer for which there exist at least $M / 2$ values of $j$ such that

$$
\left|\left\{C_{j}^{*}: \Phi \leq \mu\right\}\right| \geq \frac{\lambda}{2}\left|C_{j}\right|
$$

Clearly, we can then also find at least $M / 2$ values of $j$ for which

$$
\begin{equation*}
\left|\left\{C_{j}^{*}: \Phi \geq \mu\right\}\right| \geq \frac{\lambda}{2}\left|C_{j}\right| \tag{2.13}
\end{equation*}
$$

The combinatorial method attempts to bound $\mu$ from above, typically in terms of $\lambda, M$, and $\delta$. Since

$$
\begin{equation*}
\mu|E| \geq \int_{\{E: \Phi \leq \mu\}} \Phi=\sum_{j}\left|\left\{C_{j}^{*}: \Phi \leq \mu\right\}\right| \gtrsim \lambda M \delta \tag{2.14}
\end{equation*}
$$

this will imply a lower bound on $|E|$. The following lemma characterizes the estimates of $\mu$ required for $L^{p} \rightarrow L^{q}$ boundedness of $\overline{\mathcal{M}}_{\delta}$.

Lemma 2.2.1 Let $0 \leq \alpha$ and $\beta<1$. Then $\mu \leq A \lambda^{-\alpha} M^{\beta}$ implies

$$
\left\|\overline{\mathcal{M}}_{\delta} f\right\|_{q, \infty} \lesssim A^{\frac{1}{p}} \delta^{-\gamma}\|f\|_{p, 1} \quad \text { for all } f \in L^{1} \cap L^{\infty}
$$

where $p=\alpha+1, q=p(1-\beta)^{-1}$ and $\gamma=\frac{1}{p}-\frac{2}{q}$. We also have the following converse. Suppose that for some fixed $\rho>0,1 \leq q \leq \infty, 1 \leq p<\infty$, and all $f \in L^{1} \cap L^{\infty}$

$$
\begin{equation*}
\left\|\overline{\mathcal{M}}_{\delta} f\right\|_{q} \lesssim \delta^{-\rho}\|f\|_{p} \tag{2.15}
\end{equation*}
$$

Then

$$
\begin{equation*}
\mu \lesssim \lambda^{1-p} M^{1-\frac{p}{q}} \delta^{-p \rho+1-2 \frac{p}{q}} \tag{2.16}
\end{equation*}
$$

Proof: For the first statement we need to show

$$
\begin{equation*}
\left|\left\{\overline{\mathcal{M}}_{\delta} \chi_{E}>\lambda\right\}\right|^{\frac{1}{q}} \lesssim \delta^{-\gamma} A^{\frac{1}{p}} \lambda^{-1}|E|^{\frac{1}{p}} \tag{2.17}
\end{equation*}
$$

Since $\left\{x_{j}\right\}_{j=1}^{M}$ was chosen to be a maximally $\delta$-separated sequence in $\left\{\overline{\mathcal{M}}_{\delta} \chi_{E}>\lambda\right\}$, it follows that

$$
\left|\left\{\overline{\mathcal{M}}_{\delta} \chi_{E}>\lambda\right\}\right| \lesssim M \delta^{2}
$$

In view of (2.14), i.e., $|E| \gtrsim \mu^{-1} \lambda M \delta$, and our assumption on $\mu$ we conclude that the right-hand side of (2.17) is

$$
\gtrsim \delta^{-\gamma} A^{\frac{1}{p}} \lambda^{-1}\left(A^{-1} \lambda^{1+\alpha} M^{1-\beta} \delta\right)^{\frac{1}{p}} \simeq\left(M \delta^{2}\right)^{\frac{1}{q}}
$$

To prove the second statement, we distinguish two cases. First assume that

$$
\left|E_{1}\right|=|\{E: \Phi \geq \mu\}| \leq \mu^{-1} \lambda M \delta
$$

Applying hypothesis (2.15) to the function $f=\chi_{E_{1}}$ and using (2.13) we obtain

$$
\lambda\left(\delta^{2} M\right)^{\frac{1}{q}} \lesssim \delta^{-\rho}\left|E_{1}\right|^{\frac{1}{p}} \lesssim \delta^{-\rho}\left(\mu^{-1} \lambda M \delta\right)^{\frac{1}{p}}
$$

which implies the desired inequality (2.16).
In the other case, i.e., $\left|E_{1}\right| \geq \mu^{-1} \lambda M \delta$, we use duality. Note that the dual statement to (2.15) is

$$
\begin{equation*}
\left\|\sum_{j} a_{j} \chi_{C_{\delta}\left(y_{j}, \rho_{j}\right)}\right\|_{p \prime} \lesssim \delta^{-1-\rho} \tag{2.18}
\end{equation*}
$$

 $y_{j}=x_{j}, \rho_{j}=r_{j}$, and $a_{j}=\left(\delta^{2} M\right)^{-\frac{1}{q^{\prime}}}$ for $j=1,2, \ldots, M$. Then by (2.18)

$$
\mu\left(\mu^{-1} \lambda M \delta\right)^{\frac{1}{p^{\prime}}} \leq \mu\left|E_{1}\right|^{\frac{1}{p^{\prime}}} \leq\|\Phi\|_{p \prime} \lesssim \delta^{-1-\rho}\left(\delta^{2} M\right)^{\frac{1}{q^{\prime}}}
$$

which implies (2.16).

At this point it might be instructive to consider those bounds on $\mu$ that correspond to the points $P, R, S, T$ in figure 1. By Lemma 2.2.1,

$$
\begin{array}{lll}
P: & p=5 / 2, q=5 & \mu \lesssim \lambda^{-\frac{3}{2}} M^{\frac{1}{2}} \\
R: & p=1, q=\infty & \mu \lesssim M \\
S: & p=1, q=1 & \mu \lesssim \delta^{-2} \\
T: & p=2, q=2 & \mu \lesssim \lambda^{-1} \delta^{-1} . \tag{2.22}
\end{array}
$$

Not surprisingly, inequalities (2.20) and (2.21) are trivial, whereas (2.22) follows (up to a $|\log \delta|^{\frac{1}{2}}$ factor) from (2.7). Our main goal will be to show (2.19) (the result below will involve a $|\log \delta|$ factor, though). In order to do this we shall need an improved version of the $L^{2}$ statement, i.e., inequality (2.22).

### 2.3 The $L^{2}$ theory

Before formulating the result, we consider an example.

Example: Let $10 \delta<10 \rho<r<\frac{1}{2}$ and define

$$
E=\left\{x \in \mathbb{R}^{2}: 1-\rho<|x|<1\right\}
$$

and $\lambda=\sqrt{\frac{\rho}{r}}$. It is easy to see that $F=\left\{\overline{\mathcal{M}}_{\delta} \chi_{E}>\lambda\right\} \simeq B(0, r)$ and $M \simeq \frac{r^{2}}{\delta^{2}}$. To determine $\mu$, note that $\Phi$ will be approximately constant on

$$
E_{1}=\{x: 1-\rho<|x|<1-\rho / 2\} .
$$

Hence

$$
\mu\left|E_{1}\right| \simeq \int_{E_{1}} \Phi \simeq \lambda M \delta
$$

Thus

$$
\mu \simeq \delta^{-1} \rho^{-\frac{1}{2}} r^{\frac{3}{2}}=\lambda^{-1} \delta^{-1} r
$$

We shall prove below that this improved version of (2.22) holds in general (up to a $|\log \delta|$ factor) with $r$ replaced by the typical distance of two intersecting annuli (for a precise version of this see page 18). To this end we need a refined version of the $L^{2}$ inequality (2.7). First we recall a result from [2].

Lemma 2.3.1 Let $K \in L^{1}\left(\mathbb{R}^{d}\right)$ assuming $\widehat{K}$ differentiable. Define for $j \in \mathbb{Z}$

$$
\begin{aligned}
\alpha_{j} & =\sup _{|\xi| \simeq 2^{j}}|\widehat{K}(\xi)| \\
\beta_{j} & =\sup _{|\xi| \simeq 2^{j}}|\langle\nabla \widehat{K}(\xi), \xi\rangle| .
\end{aligned}
$$

Then for any fixed $j$ and $f \in \mathcal{S}$ such that $\operatorname{supp}(\hat{f}) \subset\left\{\mathbb{R}^{d}: 2^{j-1}<|\xi|<2^{j+1}\right\}$

$$
\left\|\sup _{t \simeq 1}\left|f * K_{t}\right|\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \lesssim \alpha_{j}^{\frac{1}{2}}\left(\alpha_{j}+\beta_{j}\right)^{\frac{1}{2}}\|f\|_{L^{2}\left(\mathbb{R}^{d}\right)}
$$

By well-known decay properties of $\widehat{d \sigma_{r}}$ (see Proposition 1.1.1 above) Lemma 2.3.1 implies that

$$
\begin{equation*}
\|\overline{\mathcal{M}} f\|_{L^{2}\left(\mathbb{R}^{2}\right)} \lesssim\|f\|_{L^{2}\left(\mathbb{R}^{2}\right)} \tag{2.23}
\end{equation*}
$$

for any $f \in \mathcal{S}$ whose Fourier transform is supported in $\left\{\mathbb{R}^{2}: 2^{j-1}<|\xi|<2^{j+1}\right\}$ for some $j>0$. The following proposition shows that this estimate can be improved if one restricts the maximal function to a small ball. We prove this fact by combining Bourgain's original argument with Lemma 2.3.2 below.

Proposition 2.3.1 There exists an absolute constant $C_{0}$ so that for any $j=1,2, \ldots$, all $f \in \mathcal{S}$ with $\operatorname{supp}(\hat{f}) \subset\left\{\mathbb{R}^{2}: 2^{j-1}<|\xi|<2^{j+1}\right\}$, and all $0<t \leq 1, x_{0} \in \mathbb{R}^{2}$

$$
\begin{equation*}
\|\overline{\mathcal{M}} f\|_{L^{2}\left(B\left(x_{0}, t\right)\right)} \leq C_{0} t^{\frac{1}{2}}\|f\|_{L^{2}\left(\mathbb{R}^{2}\right)} \tag{2.24}
\end{equation*}
$$

Proof: We may assume that $x_{0}=0$. Choose cut-off functions $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{2}\right)$ with $\psi=1$ on $B(0,1)$, $\eta \in C_{0}^{\infty}(1 / 2,4)$ so that $\eta=1$ on $(1,2)$, and $\phi \in \mathcal{S}$ such that $\operatorname{supp}(\hat{\phi}) \subset\{1 / 4<|\xi|<4\}$ and $\hat{\phi}=1$ on $\{1 / 2<|\xi|<2\}$. Define

$$
A_{r}^{j} f(x)=\psi\left(t^{-1} x\right) \eta(r) \int_{\mathbb{R}^{2}} e^{2 \pi i x \cdot \xi} \widehat{d \sigma}(r|\xi|) \hat{\phi}\left(2^{-j} \xi\right) \hat{f}(\xi) d \xi
$$

Let $\left\{r_{\tau}\right\}_{\tau}$ be a $2^{-j}$ net in [1,2]. Suppose $r_{\tau} \leq r<r_{\tau+1}$. Then

$$
\left|A_{r}^{j} f\right| \leq 2^{j} \int_{r_{\tau}}^{r_{\tau+1}}\left|A_{\rho}^{j} f\right| d \rho+\int_{r_{\tau}}^{r_{\tau+1}}\left|\frac{d}{d \rho} A_{\rho}^{j} f\right| d \rho
$$

and thus

$$
\begin{aligned}
\sup _{1<r<2}\left|A_{r}^{j} f\right|^{2} & \leq 2^{j} \int_{1}^{2}\left|A_{\rho}^{j} f\right|^{2} d \rho+2^{-j} \int_{1}^{2}\left|\frac{d}{d \rho} A_{\rho}^{j} f\right|^{2} d \rho \\
& =2^{j} A+2^{-j} B
\end{aligned}
$$

By Proposition 1.1.1 $\widehat{d \sigma}$ has the representation

$$
\begin{equation*}
\widehat{d \sigma}(\xi)=\Re\left\{e^{2 \pi i|\xi|} \omega(|\xi|)\right\} \tag{2.25}
\end{equation*}
$$

with $\omega \in C^{\infty}(0, \infty)$ and

$$
\begin{equation*}
\left|\frac{d^{k} \omega(s)}{d s^{k}}\right| \lesssim(1+|s|)^{-\frac{1}{2}-k} \tag{2.26}
\end{equation*}
$$

for all $k=0,1,2, \ldots$. Hence the integral of $A$ can be written as

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} A d x=\int_{\mathbb{R}^{2}} \int_{\mathbb{R}^{2}} K(\xi, \tilde{\xi}) \hat{\phi}\left(2^{-j} \xi\right) \hat{\phi}\left(2^{-j} \tilde{\xi}\right) \hat{f}(\xi) \overline{\hat{f}(\tilde{\xi})} d \xi d \tilde{\xi} \tag{2.27}
\end{equation*}
$$

where

$$
\begin{equation*}
K(\xi, \tilde{\xi})=t^{2} \int_{-\infty}^{\infty} \int_{\mathbb{R}^{2}} e^{2 \pi i(t x \cdot(\xi-\tilde{\xi})+r(|\xi|-|\tilde{\xi}|))} \psi^{2}(x) \eta^{2}(r) \omega(r|\xi|) \overline{\omega(r|\tilde{\xi}|)} d x d r \tag{2.28}
\end{equation*}
$$

Integrating by parts and applying (2.25) shows that

$$
|K(\xi, \tilde{\xi})| \lesssim 2^{-j} t^{2}(1+t|\xi-\tilde{\xi}|)^{-2}(1+||\xi|-|\tilde{\xi}||)^{-2}
$$

provided $|\xi| \simeq|\tilde{\xi}| \simeq 2^{j}$. Lemma 2.3.2 and Schur's lemma yield

$$
\int_{\mathbb{R}^{2}} A d x \lesssim 2^{-j} t\|f\|_{2}^{2}
$$

Similarly,

$$
\int_{\mathbb{R}^{2}} B d x \lesssim 2^{j} t\|f\|_{2}^{2}
$$

and the proposition follows.
The following lemma is true because the $||\xi|-|\tilde{\xi}||$ factor reduces the two-dimensional scaling in the integral below to one dimension.

Lemma 2.3.2 Let $0<t<1$. Then

$$
\sup _{\tilde{\xi}} \int_{\mathbb{R}^{2}}(1+t|\xi-\tilde{\xi}|)^{-2}(1+||\xi|-|\tilde{\xi}||)^{-2} d \xi \lesssim t^{-1}
$$

Proof: Fix a $\tilde{\xi} \in \mathbb{R}^{2}$. Then, on the one hand,

$$
\begin{aligned}
& \int_{\{\xi:|\xi-\tilde{\xi}| \leq|\tilde{\xi}| / 2\}}(1+t|\xi-\tilde{\xi}|)^{-2}(1+||\xi|-|\tilde{\xi}||)^{-2} d \xi \\
\simeq & \sum_{2^{j} \leq|\tilde{\xi}| / 2}\left(1+t 2^{j}\right)^{-2} \int_{\left\{\xi:|\xi-\tilde{\xi}| \sim 2^{j}\right\}}(1+||\xi|-|\tilde{\xi}||)^{-2} d \xi \\
\simeq & \sum_{2^{j} \leq|\tilde{\xi}| / 2}\left(1+t 2^{j}\right)^{-2} 2^{j}|\tilde{\xi}|^{-1} \int_{|\tilde{\xi}|-2^{j}}^{|\tilde{\xi}|+2^{j}}(1+|r-|\tilde{\xi}||)^{-2} r d r \\
\simeq & \sum_{2^{j} \leq \tilde{\xi} \mid}\left(1+t 2^{j}\right)^{-2} 2^{j} \simeq \sum_{2^{j} t \leq 1} 2^{j}+\sum_{t^{-1} \leq 2^{j} \leq|\tilde{\xi}|} t^{-2} 2^{-j} \\
\simeq & t^{-1}+t^{-2} t \simeq t^{-1} .
\end{aligned}
$$

On the other hand,

$$
\begin{align*}
& \int_{\{\xi:|\xi-\tilde{\xi}| \geq|\tilde{\xi}| / 2\}}(1+t|\xi-\tilde{\xi}|)^{-2}(1+||\xi|-|\tilde{\xi}||)^{-2} d \xi \\
\simeq & \int_{\{\xi:|\xi-\tilde{\xi}| \geq|\tilde{\xi}| / 2,||\xi|-|\tilde{\xi}|| \leq|\tilde{\xi}| / 2\}}(1+t|\tilde{\xi}|)^{-2}(1+||\xi|-|\tilde{\xi}||)^{-2} d \xi \\
& \quad+\int_{\{\xi:||\xi|-|\tilde{\xi}|| \geq|\tilde{\xi}| / 2\}}(1+t|\xi-\tilde{\xi}|)^{-2}(1+||\xi|-|\tilde{\xi}||)^{-2} d \xi \\
= & A+B . \tag{2.29}
\end{align*}
$$

The first term in (2.29) can be estimated as follows.

$$
\begin{aligned}
A & \simeq(1+t|\tilde{\xi}|)^{-2} \int_{|\tilde{\xi}| / 2}^{3|\tilde{\xi}| / 2}(1+|r-|\tilde{\xi}||)^{-2} r d r \\
& \simeq(1+t|\tilde{\xi}|)^{-2}|\tilde{\xi}| \lesssim t^{-1} .
\end{aligned}
$$

For the second term compute

$$
\begin{aligned}
& B \simeq \int_{\left\{\xi: \frac{3}{2}|\tilde{\xi}| \leq|\xi|\right\}}(1+t|\xi|)^{-2}(1+|\xi|)^{-2} d \xi+ \\
&+\int_{\left\{\xi: \frac{1}{2}|\tilde{\xi}| \geq|\xi|\right\}}(1+t|\tilde{\xi}|)^{-2}(1+|\tilde{\xi}|)^{-2} d \xi \\
& \simeq \int_{\left\{\xi: t^{-1} \leq|\xi|\right\}}(t|\xi|)^{-2}(1+|\xi|)^{-2} d \xi+\int_{\left\{\xi: \frac{3}{2}|\tilde{\xi}| \leq|\xi| \leq t-1\right\}}(1+|\xi|)^{-2} d \xi \\
&+(1+t|\tilde{\xi}|)^{-2}(1+|\tilde{\xi}|)^{-2}|\tilde{\xi}|^{2} \\
& \lesssim 1+|\log t|+1 \lesssim t^{-1} . \square
\end{aligned}
$$

Remark: (2.28) above shows that Proposition 2.3 .1 is essentially equivalent to the following estimate for the two-dimensional wave equation. Let $u$ solve

$$
\square u=0, \quad u(0)=f, u_{t}(0)=0 .
$$

Then there exists an absolute constant $C_{0}$ so that

$$
\begin{equation*}
\int_{0}^{1} \int_{B\left(x_{0}, r\right)}|u(x, t)|^{2} d x d t \leq C_{0} r\|f\|_{L^{2}\left(\mathbb{R}^{2}\right)}^{2} \tag{2.30}
\end{equation*}
$$

for all $0<r \leq 1$. It might be interesting to ask whether such an estimate can hold in $L^{p}$ with $p \neq 2$. Interpolating (2.30) with Sogge's sharp local smoothing conjecture [15], i.e.

$$
\begin{equation*}
\int_{0}^{1} \int_{\mathbb{R}^{2}}|u(x, t)|^{4} d x d t \leq C_{\epsilon}\|f\|_{L_{\epsilon}^{4}}^{4} \tag{2.31}
\end{equation*}
$$

with $\epsilon>0$ yields

$$
\begin{equation*}
\left(\int_{0}^{1} \int_{B\left(x_{0}, r\right)}|u(x, t)|^{p} d x d t\right)^{\frac{1}{p}} \leq C_{\epsilon} r^{\frac{2}{p}-\frac{1}{2}}\|f\|_{L_{\epsilon}^{p}} \tag{2.32}
\end{equation*}
$$

for $2 \leq p \leq 4, x_{0} \in \mathbb{R}^{2}, 0<r \leq 1, \epsilon>0$ and all $f \in \mathcal{S}$. Solving the wave equation above with initial condition $f$ equal to a smooth version of $\chi_{C_{\delta}(0, r)}$ shows that the exponent $\frac{2}{p}-\frac{1}{2}$ is optimal. Moreover, as in the case of local smoothing, (2.32) cannot hold for $p \notin[2,4]$ or with $\epsilon=0$ if $p>2$.

It is standard to pass from $f$ as in the statement of Proposition 2.3.1 to general $f \in L^{2}$. This is done in the following corollary.
Corollary 2.3.1 There exists an absolute constant $C_{0}$ so that for any $f \in L^{2}\left(\mathbb{R}^{2}\right)$, $x_{0} \in \mathbb{R}^{2}$, and $0<\delta, t<1$,

$$
\begin{equation*}
\left\|\overline{\mathcal{M}}_{\delta} f\right\|_{L^{2}\left(B\left(x_{0}, t\right)\right)} \leq C_{0} t^{\frac{1}{2}}|\log \delta|^{\frac{1}{2}}\|f\|_{2} \tag{2.33}
\end{equation*}
$$

The equivalent dual statement to (2.33) is:

$$
\begin{equation*}
\left\|\sum_{j} a_{j} \chi_{C_{\delta}\left(y_{j}, \rho_{j}\right)}\right\|_{L^{2}\left(\mathbb{R}^{2}\right)} \leq C_{0}|\log \delta|^{\frac{1}{2}} \delta^{-1} t^{\frac{1}{2}} \tag{2.34}
\end{equation*}
$$

for all $\delta$-separated $\left\{y_{j}\right\}$ in $B\left(x_{0}, t\right)$, all $\left\{a_{j}\right\}$ for which $\delta^{2} \sum_{j}\left|a_{j}\right|^{2} \leq 1$, and all $\rho_{j} \in(1,2)$.
Proof: Choose $\phi \in \mathcal{S}$ such that $\operatorname{supp}(\hat{\phi})$ compact, $\hat{\phi} \geq 0, \phi \geq 0, \hat{\phi} \geq 1$ on $B(0,1)$. Given $f \in L^{2}\left(\mathbb{R}^{2}\right)$, $f \geq 0$ let $f=\sum_{j=0}^{\infty} f_{j}$ be a Littlewood-Paley decomposition, i.e. $\operatorname{supp}\left(\hat{f}_{0}\right) \subset\{|\xi|<2\}$ and $\operatorname{supp}\left(\hat{f}_{j}\right) \subset$ $\left\{\mathbb{R}^{2}: 2^{j-1}<|\xi|<2^{j+1}\right\}$ for $j=1,2, \ldots$ Let $\chi_{\delta, r}=d \sigma_{r} * \phi_{\delta}$. Then clearly

$$
\chi_{C_{\delta}(0, r)} \lesssim \chi_{\delta, r}
$$

If $M$ denotes the usual Hardy-Littlewood maximal operator it is easy to see that

$$
\begin{align*}
\left\|\overline{\mathcal{M}}_{\delta} f\right\|_{L^{2}\left(B\left(x_{0}, t\right)\right)} & \lesssim\left\|M f_{0}\right\|_{L^{2}\left(B\left(x_{0}, t\right)\right)}+\sum_{1<2^{j} \lesssim \delta^{-1}}\left\|\sup _{1<r<2} \mid \chi_{\delta, r} * f_{j}\right\|_{L^{2}\left(B\left(x_{0}, t\right)\right)} \\
& \lesssim t\left\|M f_{0}\right\|_{\infty}+\sum_{1<2^{j} \lesssim \delta^{-1}}\left\|\overline{\mathcal{M}} f_{j}\right\|_{L^{2}\left(B\left(x_{0}, t\right)\right)} \\
& \lesssim t\left\|f_{0}\right\|_{\infty}+t^{\frac{1}{2}} \sum_{1<2^{j} \lesssim \delta^{-1}}\left\|f_{j}\right\|_{2} \\
& \lesssim t\left\|f_{0}\right\|_{2}+t^{\frac{1}{2}}|\log \delta|^{\frac{1}{2}}\left(\sum_{1<2^{j} \lesssim \delta^{-1}}\left\|f_{j}\right\|_{2}^{2}\right)^{\frac{1}{2}}  \tag{2.35}\\
& \lesssim t^{\frac{1}{2}}|\log \delta|^{\frac{1}{2}}\|f\|_{2} .
\end{align*}
$$

In line (2.35) we have used a special case of Bernstein's inequality, namely

$$
\left\|f_{0}\right\|_{\infty} \lesssim\left\|f_{0}\right\|_{2}
$$

In order to obtain information on $\mu$ from (2.33) we will determine the typical distance of the centers of two intersecting annuli in any collection of annuli. More precisely, we can specify the distance of the centers and the angle of intersection of those annuli that contribute most to the multiplicity function $\Phi$. Following [8], we will accomplish this by applying the pigeon hole principle to our family of annuli satisfying (2.13). Define $\bar{\lambda}=|\log \delta|^{-2} \lambda / 2, \bar{\mu}=|\log \delta|^{-2} \mu, \bar{M}=|\log \delta|^{-2} M / 2$. Furthermore, for all $i, j \in\{1,2, \ldots, M\}$ we let (for the meaning of $\Delta$ see Lemma 2.4.2 below)

$$
\begin{align*}
\Delta_{i, j} & =\max \left(\delta,\left|\left|x_{i}-x_{j}\right|-\left|r_{i}-r_{j}\right|\right|\right) \\
S_{t, \epsilon}^{j} & =\left\{i: C_{i} \cap C_{j} \neq \emptyset, t / 2 \leq\left|x_{i}-x_{j}\right| \leq t, \epsilon \leq \Delta_{i, j} \leq 2 \epsilon\right\}  \tag{2.36}\\
\Phi_{t, \epsilon}^{j} & =\sum_{i \in S_{t, \epsilon}^{j}} \chi_{C_{i}^{*}}
\end{align*}
$$

(recall that $C_{i}=C_{\delta}\left(x_{i}, r_{i}\right)$ and $C_{i}^{*}=E \cap C_{i}$ ). The pigeon hole principle asserts that there are numbers $t \in[\delta, 1], \epsilon \in[\delta, 1]$ such that

$$
\begin{equation*}
\left|\left\{C_{j}^{*}: \Phi_{t, \epsilon}^{j} \geq \bar{\mu}\right\}\right| \geq \bar{\lambda}\left|C_{j}\right| \tag{2.37}
\end{equation*}
$$

for at least $\bar{M}$ values of $j$, say $1 \leq j \leq \bar{M}$. Indeed, let $j$ be one of the at least $M / 2$ indices satisfying (2.13), i.e.,

$$
\left|\left\{C_{j}^{*}: \Phi \geq \mu\right\}\right| \geq \frac{\lambda}{2}\left|C_{j}\right|
$$

Let $x \in C_{j}^{*}$ so that $\Phi(x) \geq \mu$. We conclude that for some choice of $t$ and $\epsilon$ depending only on $x$ and $j$ we have

$$
\Phi_{t, \epsilon}^{j}(x) \geq \bar{\mu}
$$

For if not, then (in the following sum $t$ and $\epsilon$ are dyadic)

$$
\Phi(x)=\sum_{t, \epsilon \in[\delta, 1]} \Phi_{t, \epsilon}^{j}(x)<|\log \delta|^{2} \bar{\mu}=\mu,
$$

contradicting the choice of $x$. Similarly, we see that (2.37) holds for any $j$ as above and for some choice of $t$ and $\epsilon$ depending only on $j$. Finally, applying the pigeon hole principle in $j$ yields that there are $t$ and $\epsilon$ so that (2.37) holds for at least $\bar{M}$ values of $j$. Otherwise, the number of $j$ 's satisfying (2.13) would have to be strictly less than $|\log \delta|^{2} \bar{M}=M / 2$. Henceforth we will fix $\epsilon$ and $t$ to be those numbers.

By essentially the same argument as in the second part of Lemma 2.2.1 we can now establish the refined version of (2.22).

Lemma 2.3.3 The multiplicity $\mu$ satisfies the following apriori estimate with absolute constants $C$ and $b$.

$$
\begin{equation*}
\mu \leq C|\log \delta|^{b} \lambda^{-1} \delta^{-1} t \tag{2.38}
\end{equation*}
$$

Proof: Let $\left\{z_{i}\right\}$ be a $t$-net and consider the quantities

$$
\begin{aligned}
& M_{1}(i)=\operatorname{card}\left\{1 \leq j \leq \bar{M}: x_{j} \in B\left(z_{i}, t\right)\right\} \\
& M_{2}(i)=\operatorname{card}\left\{1 \leq j \leq M: x_{j} \in B\left(z_{i}, 2 t\right)\right\}
\end{aligned}
$$

Then, clearly

$$
\begin{equation*}
\sum_{i} M_{1}(i) \simeq \bar{M} \text { and } \sum_{i} M_{2}(i) \simeq M \tag{2.39}
\end{equation*}
$$

Since $\bar{M}=|\log \delta|^{-2} M / 2$ we conclude from (2.39) that there is a point of the net, say $z_{0}$, so that $M_{1}=M_{1}(0)$ and $M_{2}=M_{2}(0)$ satisfy $M_{1} \gtrsim|\log \delta|^{-2} M_{2}$. Define

$$
\Phi_{1}=\sum_{j:\left|x_{j}-z_{0}\right| \leq 2 t} \chi_{C_{j}^{*}}
$$

As in Lemma 2.2.1 we distinguish two cases. If

$$
\left|E_{1}\right|=\left|\left\{E: \Phi_{1} \geq \bar{\mu}\right\}\right| \leq \bar{\mu}^{-1} \bar{\lambda} M_{2} \delta
$$

then by Corollary 2.3.1 $\left(\right.$ setting $\left.x_{0}=z_{0}\right)$

$$
\begin{equation*}
\left\|\overline{\mathcal{M}}_{\delta} \chi_{E_{1}}\right\|_{L^{2}\left(B\left(z_{0}, t\right)\right)} \leq C_{0}|\log \delta|^{\frac{1}{2}} t^{\frac{1}{2}}\left|E_{1}\right|^{\frac{1}{2}} \tag{2.40}
\end{equation*}
$$

The expression on the left is $\gtrsim \bar{\lambda}\left(\delta^{2} M_{1}\right)^{\frac{1}{2}}$. Indeed, for any $1 \leq j \leq \bar{M}$ so that $x_{j} \in B\left(z_{i}, t\right)$ we have

$$
\Phi_{1} \geq \Phi_{t, \epsilon}^{j}
$$

Thus (2.37) implies that

$$
\left|\left\{C_{j}^{*}: \Phi_{1} \geq \bar{\mu}\right\}\right| \geq \bar{\lambda}\left|C_{j}\right|
$$

or equivalently

$$
\begin{aligned}
\left|C_{j} \cap E_{1}\right| & \geq \bar{\lambda}\left|C_{j}\right|, \quad \text { or } \\
\overline{\mathcal{M}}_{\delta} \chi_{E_{1}}\left(x_{j}\right) & \geq \bar{\lambda} .
\end{aligned}
$$

Since the $\left\{x_{j}\right\}$ are $\delta$-separated, our claim follows. On the other hand, the right side of (2.40) is

$$
\leq C_{0}|\log \delta|^{\frac{1}{2}} t^{\frac{1}{2}}\left(\bar{\mu}^{-1} \bar{\lambda} M_{2} \delta\right)^{\frac{1}{2}}
$$

by our assumption on $\left|E_{1}\right|$. Recalling the definition of $M_{1}, M_{2}, \bar{\lambda}$ etc., we obtain (2.38).
If $\left|E_{1}\right| \geq \bar{\mu}^{-1} \bar{\lambda} M_{2} \delta$ we use duality, i.e., (2.34). Letting $x_{0}=z_{0}$ in (2.34), replacing $t$ by $2 t$, setting $y_{j}=x_{j}, \rho_{j}=r_{j}$, and $a_{j}=\left(\delta^{2} M_{2}\right)^{-\frac{1}{2}}$ for $j=1, \ldots, M_{2}$, or $a_{j}=0$ otherwise, we obtain

$$
\left\|\Phi_{1}\right\|_{2} \leq C_{0}|\log \delta|^{\frac{1}{2}} \delta^{-1} t^{\frac{1}{2}}\left(\delta^{2} M_{2}\right)^{\frac{1}{2}}
$$

The left-hand side is

$$
\geq \bar{\mu}\left|\left\{E: \Phi_{1} \geq \bar{\mu}\right\}\right|^{\frac{1}{2}}=\bar{\mu}\left|E_{1}\right|^{\frac{1}{2}} \geq \bar{\mu}\left(\bar{\mu}^{-1} \bar{\lambda} M_{2} \delta\right)^{\frac{1}{2}}
$$

and the lemma follows.
In section four of the following chapter it is shown how to obtain (2.38) (in a slightly different form) without using the Fourier transform. The main tool turns out to be a two circle lemma, cf. Lemma 3.4.4.

### 2.4 The three circle lemma

In the previous section implicit information about circles was used to prove an $L^{2}$ bound on the maximal function and thus a bound on the multiplicity $\mu$. In this section we shall attempt to use explicit geometric properties of circles in order to bound $\mu$. The procedure we apply here was discovered by L. Kolasa and T. Wolff [8], who in turn use Marstrand's three circle lemma, cf. [9] and Lemma 2.4.1 below. The underlying principle for that lemma is the following geometric observation. We call two tangent circles internally tangent if the smaller one is contained inside the larger one. By assuming that the centers of all circles under consideration are contained in a fixed set of diameter one, we shall henceforth rule out external tangencies.

Fact: Given any three circles which are not internally tangent at a single point, there are at most two circles which are internally tangent to the three given ones.

Kolasa and Wolff observed that this fact can be combined with a basic result from extremal graph theory to control the total number of possible tangencies in a large collection of circles of which no three are tangent at a single point. Indeed, we have the following
Proposition 2.4.1 Suppose $\left\{C_{j}\right\}_{1}^{N}$ is a collection of distinct circles in the plane so that no three are tangent at a single point. Then

$$
\operatorname{card}\left\{(i, j): C_{i}, C_{j} \text { are tangent }\right\} \lesssim N^{5 / 3}
$$

In particular, at least half the circles will be tangent to no more than $\lesssim N^{2 / 3}$ other circles.
Proof: Let

$$
Q=\left\{\left(C_{i}, C_{j_{1}}, C_{j_{2}}, C_{j_{3}}\right): C_{i} \text { and } C_{j_{k}} \text { are tangent for } k=1,2,3\right\}
$$

On the one hand, the above fact implies that

$$
\operatorname{card}(Q) \leq 2\binom{N}{3}
$$

On the other hand, with $n_{i}=\operatorname{card}\left\{C_{j}: C_{i}, C_{j}\right.$ are tangent $\}$,

$$
\operatorname{card}(Q) \geq \sum_{i=1}^{N}\binom{n_{i}}{3} \geq \sum_{i=1}^{N}\left(n_{i}-2\right)^{3} / 6
$$

Thus

$$
\begin{aligned}
\sum_{i=1}^{N} n_{i} & =\sum_{i=1}^{N}\left(n_{i}-2\right)+2 N \\
& \leq\left(\sum_{i=1}^{N}\left(n_{i}-2\right)^{3}\right)^{1 / 3} N^{2 / 3}+2 N \\
& \lesssim\binom{N}{3}^{\frac{1}{3}} N^{2 / 3}+N \\
& \lesssim N^{5 / 3}
\end{aligned}
$$

Since $\operatorname{card}\left\{(i, j): C_{i}, C_{j}\right.$ are tangent $\}=\sum_{i=1}^{N} n_{i}$, we are done.

This proof is just a special case of a well-known argument that provides upper bounds for the maximal number of edges in a bipartite digraph with $m$ edges and $n$ sinks containing no $K_{s, t}$. For the meaning of this terminology, further details and applications, and references, see [4].

Although the argument below is motivated by the previous discussion, it does not directly use the fact or Proposition 2.4.1. Indeed, dealing only with tangencies is too restrictive for our purposes. Rather, we shall use the following quantitative version of the above fact, cf. [9], which allows for various degrees of tangency. For a more general and precise version, see [8].

The number $\epsilon$ in Lemma 2.4.1 controls the degree of internal tangency whereas $\lambda$ separates the "points of tangency". $N_{\delta}(S)$ denotes the $\delta$ entropy of the set $S$, i.e., the cardinality of a maximally $\delta$ separated set in $S$.

Lemma 2.4.1 Let $\left(x_{j}, r_{j}\right)_{j=1}^{3} \in \mathbb{R}^{2} \times(1,2)$ and fix $0<\lambda, \epsilon<1$. Consider the set

$$
\begin{aligned}
S= & \left\{x \in \mathbb{R}^{2} \backslash \bigcup_{j=1}^{3} B\left(x_{j}, \epsilon\right): \exists r \in(1,2) \quad \text { with }\left\|x_{i}-x|-| r_{i}-r\right\|<\epsilon\right. \\
& \text { for } \left.i=1,2,3 \text { and } \quad\left|e_{i}(x, r)-e_{j}(x, r)\right|>\lambda \text { for } i \neq j, i, j=1,2,3\right\} .
\end{aligned}
$$

Here

$$
e_{i}(x, r)=\frac{x_{i}-x}{\left|x_{i}-x\right|} \operatorname{sgn}\left(r_{i}-r\right) .
$$

Then

$$
N_{\delta}(S) \lesssim\left(\frac{\epsilon}{\delta}\right)^{2} \lambda^{-3}
$$

for any $0<\delta \leq \epsilon$.

Remark: It is easy to see that the bound on $N_{\delta}(S)$ can be attained.
Proof: Let

$$
\begin{aligned}
\Omega= & \left\{(x, r) \in \mathbb{R}^{2} \times(1,2):\left|x-x_{j}\right|>3 \epsilon, r \neq r_{i},\left|e_{i}(x, r)-e_{j}(x, r)\right|>\lambda\right. \\
& \text { for } i \neq j, i, j=1,2,3\}
\end{aligned}
$$

and $F: \Omega \rightarrow \mathbb{R}^{3}$ be defined by

$$
F(x, r)=\left(\left|x_{i}-x\right|-\left|r_{i}-r\right|\right)_{i=1}^{3} .
$$

It is easy to see that the Jacobian $J F$ of $F$ satisfies

$$
J F \simeq\left|e_{1}-e_{2}\right|\left|e_{1}-e_{3}\right|\left|e_{2}-e_{3}\right|>\lambda^{3}
$$

Since $\operatorname{card}\left(F^{-1}(p)\right) \leq C_{0}$ for some absolute constant $C_{0}$ and all $p \in \mathbb{R}^{3}$, we conclude that

$$
\left|F^{-1}(B(0,2 \epsilon))\right| \lesssim \epsilon^{3} \lambda^{-3}
$$

According to the definition of $S$ there exists a function $r: S \rightarrow(1,2)$ so that for every $x \in S$ we have $|F(x, r(x))|<\epsilon$. Then clearly

$$
\begin{aligned}
\{(x, r): x \in S,|r-r(x)|<\epsilon\} \subset & F^{-1}(B(0,2 \epsilon)) \cup \\
& \left\{(x, r): x \in S \cap \bigcup_{j=1}^{3} B\left(x_{j}, 3 \epsilon\right),|r-r(x)|<\epsilon\right\}
\end{aligned}
$$

and thus $|S| \lesssim \epsilon^{2} \lambda^{-3}$.

Figure 2.2: Marstrand's three circle lemma

The following lemma contains bounds on the diameter and the area of $C_{\delta}(x, r) \cap C_{\delta}(y, s)$. In various forms it appears in several papers on this subject, see, e.g., [1], [8], [9], [15]. Since the exact version we use here does not seem to be contained explicitly in any of these references, we provide a proof for the reader's convenience. Let

$$
\Delta=\max (\|x-y|-| r-s\|, \delta)
$$

Lemma 2.4.2 Suppose $x, y \in \mathbb{R}^{2}, x \neq y,|x-y| \leq \frac{1}{2}$, and $r, s \in(1,2), r \neq s, 0<\delta<1$. Then there is an absolute constant $A$ so that
i. $C_{\delta}(x, r) \cap C_{\delta}(y, s)$ is contained in a $\delta$ neighborhood of an arc of length $\leq A \sqrt{\frac{\Delta}{|x-y|}}$ centered at the point $x-r \operatorname{sgn}(r-s) \frac{x-y}{|x-y|}$.
ii. the area of intersection satisfies

$$
\left|C_{\delta}(x, r) \cap C_{\delta}(y, s)\right| \leq A \frac{\delta^{2}}{\sqrt{\Delta|x-y|}}
$$

Proof: Let $z \in C_{\delta}(x, r) \cap C_{\delta}(y, s)$. Then $|z-x|=r_{1}$ and $|z-y|=s_{1}$ where $\left|r-r_{1}\right|<\delta$ and $\left|s-s_{1}\right|<\delta$. By simple algebra

$$
\begin{equation*}
2(z-x) \cdot(y-x)=r_{1}^{2}-s_{1}^{2}+|y-x|^{2} . \tag{2.41}
\end{equation*}
$$

Assume $r<s$. Then (2.41) implies

$$
2 r_{1}|x-y|(1-\cos \varangle(z-x, x-y))=\left(r_{1}+|x-y|\right)^{2}-s_{1}^{2}
$$

and thus

$$
\begin{equation*}
\varangle(z-x, x-y) \simeq \sqrt{\frac{|x-y|-\left(s_{1}-r_{1}\right)}{|x-y|}} \lesssim \sqrt{\frac{\Delta}{|x-y|}} . \tag{2.42}
\end{equation*}
$$

If $r>s$ one estimates $\varangle(z-x, y-x)$ in a similar fashion.
If $\Delta \leq 10 \delta$ the bound in ii follows from i. Otherwise consider $\alpha=\varangle(z-x, x-y)$ as a function of $r_{1}$ and $s_{1}$. Taking partial derivatives in (2.41) yields

$$
\begin{aligned}
\frac{\partial \alpha}{\partial r_{1}} r_{1}|x-y| \sin \alpha & =r_{1}+|x-y| \cos \alpha \\
\frac{\partial \alpha}{\partial s_{1}} r_{1}|x-y| \sin \alpha & =-s_{1}
\end{aligned}
$$

Thus

$$
\left|\frac{\partial \alpha}{\partial r_{1}}\right|+\left|\frac{\partial \alpha}{\partial s_{1}}\right| \lesssim(|\alpha||x-y|)^{-1} \simeq(\Delta|x-y|)^{-\frac{1}{2}}
$$

The last equality is true since $\Delta>10 \delta$ implies that (2.42) holds with $\simeq$ instead of $\lesssim$. Since $r_{1}$ and $s_{1}$ vary in a $\delta$ interval, $\alpha$ will be contained in an interval of length $\lesssim \frac{\delta}{\sqrt{\Delta|x-y|}}$ and ii follows.

Proposition 2.4.2 below is the main result of this thesis.
Proposition 2.4.2 $\overline{\mathcal{M}}_{\delta}$ is of restricted weak type $(5 / 2,5)$, i.e., for any $f \in L^{1} \cap L^{\infty}\left(\mathbb{R}^{2}\right)$

$$
\begin{equation*}
\left\|\overline{\mathcal{M}}_{\delta} f\right\|_{5, \infty} \leq C|\log \delta|^{b}\|f\|_{5 / 2,1} \tag{2.43}
\end{equation*}
$$

where $b$ and $C$ are absolute constants.

Proof: In this proof we let $B_{\delta}$ denote a constant of the form $C|\log \delta|^{b}$, where the values of $C$ and $b$ are allowed to vary depending on the context. By Lemma 2.2.1 we need to show

$$
\begin{equation*}
\mu \leq B_{\delta} \lambda^{-\frac{3}{2}} M^{\frac{1}{2}} \tag{2.44}
\end{equation*}
$$

$C$ and $b$ are determined implicitly in the calculation below. This will follow from the combinatorial argument in [8], which is based on the three circle lemma, and the refined $L^{2}$ bound from above. $A$ is the absolute constant from Lemma 2.4.2.

$$
\begin{equation*}
\underline{\text { Case 1: }} \quad \bar{\lambda} \leq 100 A\left(\frac{\epsilon}{t}\right)^{\frac{1}{2}} \tag{2.45}
\end{equation*}
$$

On the one hand, by (2.37) and Lemma 2.4.2,

$$
\begin{equation*}
\bar{\mu} \bar{\lambda} \delta \lesssim \int_{C_{j}} \sum_{i \in S_{t, \epsilon}^{j}} \chi_{C_{i}^{*}} \lesssim \operatorname{card}\left(S_{t, \epsilon}^{j}\right) \frac{\delta^{2}}{\sqrt{\epsilon t}} \lesssim M \frac{\delta^{2}}{\sqrt{\epsilon t}} \tag{2.46}
\end{equation*}
$$

On the other hand, by Lemma 2.3.3

$$
\bar{\mu} \leq B_{\delta} \bar{\lambda}^{-1} \delta^{-1} t
$$

Thus

$$
\bar{\mu} \bar{\lambda}\left(\frac{\epsilon}{\delta}\right)^{\frac{1}{2}}\left(\frac{t}{\delta}\right)^{\frac{1}{2}} \leq B_{\delta} \min \left(M,\left(\frac{\epsilon}{\delta}\right)^{\frac{1}{2}}\left(\frac{t}{\delta}\right)^{\frac{3}{2}}\right)
$$

Hence, if

$$
\begin{equation*}
M \leq\left(\frac{\epsilon}{\delta}\right)^{\frac{1}{2}}\left(\frac{t}{\delta}\right)^{\frac{3}{2}} \tag{2.47}
\end{equation*}
$$

then

$$
\begin{align*}
\bar{\mu} & \leq B_{\delta} \bar{\lambda}^{-1}\left(\frac{\delta}{\epsilon}\right)^{\frac{1}{2}}\left(\frac{\delta}{t}\right)^{\frac{1}{2}} M \\
& =B_{\delta} \bar{\lambda}^{-\frac{3}{2}} M^{\frac{1}{2}} \bar{\lambda}^{\frac{1}{2}} M^{\frac{1}{2}}\left(\frac{\delta}{\epsilon}\right)^{\frac{1}{2}}\left(\frac{\delta}{t}\right)^{\frac{1}{2}}  \tag{2.48}\\
& \leq B_{\delta} \bar{\lambda}^{-\frac{3}{2}} M^{\frac{1}{2}}\left(\frac{\epsilon}{t}\right)^{\frac{1}{4}}\left(\frac{\epsilon}{\delta}\right)^{\frac{1}{4}}\left(\frac{t}{\delta}\right)^{\frac{3}{4}}\left(\frac{\delta}{\epsilon}\right)^{\frac{1}{2}}\left(\frac{\delta}{t}\right)^{\frac{1}{2}} \\
& =B_{\delta} \bar{\lambda}^{-\frac{3}{2}} M^{\frac{1}{2}}
\end{align*}
$$

where we have used (2.45) and (2.47) in line (2.48) to replace $\bar{\lambda}^{\frac{1}{2}}$ and $M^{\frac{1}{2}}$, respectively. If, on the other hand,

$$
\begin{equation*}
M \geq\left(\frac{\epsilon}{\delta}\right)^{\frac{1}{2}}\left(\frac{t}{\delta}\right)^{\frac{3}{2}} \tag{2.49}
\end{equation*}
$$

then

$$
\begin{align*}
\bar{\mu} & \leq B_{\delta} \bar{\lambda}^{-1} \delta^{-1} t=B_{\delta} \bar{\lambda}^{-\frac{3}{2}} \bar{\lambda}^{\frac{1}{2}} \delta^{-1} t \\
& \leq B_{\delta} \bar{\lambda}^{-\frac{3}{2}}\left(\frac{\epsilon}{t}\right)^{\frac{1}{4}} \delta^{-1} t \leq B_{\delta} \bar{\lambda}^{-\frac{3}{2}}\left(\frac{\delta^{2} M}{t^{2}}\right)^{\frac{1}{2}} \delta^{-1} t  \tag{2.50}\\
& =B_{\delta} \bar{\lambda}^{-\frac{3}{2}} M^{\frac{1}{2}}
\end{align*}
$$

Here we have used (2.45) and then (2.49) in line (2.50).

$$
\begin{equation*}
\underline{\text { Case 2: }} \quad \bar{\lambda} \geq 100 A\left(\frac{\epsilon}{t}\right)^{\frac{1}{2}} \tag{2.51}
\end{equation*}
$$

Following [8] we let

$$
\begin{align*}
Q= & \left\{\left(j, i_{1}, i_{2}, i_{3}\right): 1 \leq j \leq \bar{M}, i_{1}, i_{2}, i_{3} \in S_{t, \epsilon}^{j}\right. \text { and the distance between } \\
& \text { any two of the sets } \left.C_{j} \cap C_{i_{1}}, C_{j} \cap C_{i_{2}}, C_{j} \cap C_{i_{3}} \text { is at least } \bar{\lambda} / 20\right\} \tag{2.52}
\end{align*}
$$

Suppose $\left(j, i_{1}, i_{2}, i_{3}\right) \in Q$. Then Lemma 2.4.2 implies that any two of the

$$
e_{i}=x_{j}-r_{j} \operatorname{sgn}\left(r_{j}-r_{i}\right) \frac{x_{j}-x_{i}}{\left|x_{j}-x_{i}\right|}
$$

for $i=i_{1}, i_{2}, i_{3}$ are separated by a distance $\bar{\lambda} / 20$. Indeed, by that lemma, $e_{i}$ is the center of $C_{i} \cap C_{j}$ and in view of (2.36), for any $i \in S_{t, \epsilon}^{j}$

$$
\begin{equation*}
\operatorname{diam}\left(C_{i} \cap C_{j}\right) \leq 2 A \sqrt{\frac{\epsilon}{t}} \leq \bar{\lambda} / 50 \tag{2.53}
\end{equation*}
$$

by (2.51). Lemma 2.4 .1 therefore implies that

$$
\begin{equation*}
\operatorname{card}(Q) \lesssim\left(\frac{\epsilon}{\delta}\right)^{2} \bar{\lambda}^{-3} M^{3} \tag{2.54}
\end{equation*}
$$

On the other hand, we claim that

$$
\begin{equation*}
\operatorname{card}(Q) \gtrsim \bar{M}\left(\bar{\mu} \frac{\bar{\lambda} \delta}{\delta^{2} / \sqrt{\epsilon t}}\right)^{3} \tag{2.55}
\end{equation*}
$$

This would clearly follow from

$$
\begin{align*}
& \min _{1 \leq j \leq \bar{M}} \operatorname{card}\left(\left\{\left(i_{1}, i_{2}, i_{3}\right) \in\left(S_{t, \epsilon}^{j}\right)^{3}:\right.\right. \text { The distance between any two of the sets } \\
& \left.\left.C_{j} \cap C_{i_{1}}, C_{j} \cap C_{i_{2}}, C_{j} \cap C_{i_{3}} \text { is at least } \bar{\lambda} / 20\right\}\right) \gtrsim\left(\bar{\mu} \frac{\bar{\lambda} \delta}{\delta^{2} / \sqrt{\epsilon t}}\right)^{3} . \tag{2.56}
\end{align*}
$$

Denote the set on the left-hand side by $Q^{(j)}$ and fix any $j$ as above. By (2.46) the number of possible choices of $i_{1}$ is

$$
\operatorname{card}\left(S_{t, \epsilon}^{j}\right) \gtrsim \bar{\mu} \frac{\bar{\lambda} \delta}{\delta^{2} / \sqrt{\epsilon t}}
$$

Suppose that $\left(i_{1}, i_{2}, i_{3}\right) \in Q^{(j)}$. We claim that

$$
\begin{equation*}
\operatorname{card}\left(\left\{i \in S_{t, \epsilon}^{j}:\left(i_{1}, i_{2}, i\right) \in Q^{(j)}\right\}\right) \gtrsim \bar{\mu} \frac{\bar{\lambda} \delta}{\delta^{2} / \sqrt{\epsilon t}} \tag{2.57}
\end{equation*}
$$

To prove (2.57) let $R_{1}$ and $R_{2}$ be "rectangles" in $C_{j}$ of length $\bar{\lambda} / 5$ and width $\delta$ centered at $e_{i_{1}}$ and $e_{i_{2}}$, respectively. Using (2.53) we conclude that

$$
i \in S_{t, \epsilon}^{j}, \quad C_{i} \cap R_{\tau}=\emptyset \quad \text { for } \quad \tau=1,2
$$

implies that

$$
\operatorname{dist}\left(C_{j} \cap C_{i_{\tau}}, C_{j} \cap C_{i}\right)>\bar{\lambda} / 20 \quad \text { for } \tau=1,2
$$

Since

$$
\left|\left\{C_{j}^{*} \backslash\left(R_{1} \cup R_{2}\right): \Phi_{t, \epsilon}^{j} \geq \bar{\mu}\right\}\right| \geq \frac{\bar{\lambda}}{2}\left|C_{j}\right|
$$

(2.57) follows from (2.46) (simply replace (2.37) with the previous inequality). Estimating the number of admissible choices of $i_{2}$ given a fixed $i_{1}$ in a similar fashion proves (2.56) and thus (2.55). We infer from (2.54) and (2.55) that

$$
\begin{equation*}
\bar{\mu}^{3} \leq B_{\delta} \bar{\lambda}^{-6}\left(\frac{\epsilon}{\delta}\right)^{\frac{1}{2}}\left(\frac{\delta M^{\frac{1}{2}}}{t}\right)^{\frac{3}{2}} M^{\frac{5}{4}} \tag{2.58}
\end{equation*}
$$

Combining (2.58) and (2.38) yields

$$
\bar{\mu} \leq B_{\delta} \min \left(\bar{\lambda}^{-1} \delta^{-1} t, \bar{\lambda}^{-2}\left(\frac{\epsilon}{\delta}\right)^{\frac{1}{6}}\left(\frac{\delta M^{\frac{1}{2}}}{t}\right)^{\frac{1}{2}} M^{\frac{5}{12}}\right)
$$

Hence, if

$$
\begin{equation*}
\bar{\lambda} \leq\left(\frac{\epsilon}{\delta}\right)^{\frac{1}{6}}\left(\frac{\delta M^{\frac{1}{2}}}{t}\right)^{\frac{3}{2}} M^{-\frac{1}{12}} \tag{2.59}
\end{equation*}
$$

we conclude that

$$
\begin{align*}
\bar{\mu} \leq & B_{\delta} \bar{\lambda}^{-1} \delta^{-1} t \leq B_{\delta} \bar{\lambda}^{-\frac{3}{2}} \bar{\lambda}^{\frac{3}{4}} \bar{\lambda}^{-\frac{1}{4}}\left(\frac{t}{\delta M^{\frac{1}{2}}}\right) M^{\frac{1}{2}} \\
\leq & B_{\delta} \bar{\lambda}^{-\frac{3}{2}}\left(\left(\frac{\epsilon}{\delta}\right)^{\frac{1}{6}}\left(\frac{\delta M^{\frac{1}{2}}}{t}\right)^{\frac{3}{2}} M^{-\frac{1}{12}}\right)^{\frac{3}{4}}  \tag{2.60}\\
& \cdot\left(\left(\frac{\epsilon}{\delta}\right)^{\frac{1}{2}}\left(\frac{\delta M^{\frac{1}{2}}}{t}\right)^{\frac{1}{2}} M^{-\frac{1}{4}}\right)^{-\frac{1}{4}}\left(\frac{t}{\delta M^{\frac{1}{2}}}\right) M^{\frac{1}{2}} \\
= & B_{\delta} \bar{\lambda}^{-\frac{3}{2}} M^{\frac{1}{2}}
\end{align*}
$$

The expressions in (2.60) are obtained by estimating $\bar{\lambda}$ by (2.59) and (2.51), respectively. If, on the other hand,

$$
\begin{equation*}
\bar{\lambda} \geq\left(\frac{\epsilon}{\delta}\right)^{\frac{1}{6}}\left(\frac{\delta M^{\frac{1}{2}}}{t}\right)^{\frac{3}{2}} M^{-\frac{1}{12}} \tag{2.61}
\end{equation*}
$$

then

$$
\begin{align*}
\bar{\mu} & \leq B_{\delta} \bar{\lambda}^{-2}\left(\frac{\epsilon}{\delta}\right)^{\frac{1}{6}}\left(\frac{\delta M^{\frac{1}{2}}}{t}\right)^{\frac{1}{2}} M^{\frac{5}{12}} \\
& \leq B_{\delta} \bar{\lambda}^{-2}\left(\bar{\lambda}\left(\frac{\delta M^{\frac{1}{2}}}{t}\right)^{-\frac{3}{2}} M^{\frac{1}{12}}\right)^{\frac{1}{4}} \tag{2.62}
\end{align*}
$$

$$
\begin{aligned}
& \cdot\left(\bar{\lambda}^{\frac{1}{3}}\right. \\
&=\left.\left.\frac{\delta M^{\frac{1}{2}}}{t}\right)^{-\frac{1}{6}} M^{\frac{1}{12}}\right)^{\frac{3}{4}}\left(\frac{\delta M^{\frac{1}{2}}}{t}\right)^{\frac{1}{2}} M^{\frac{5}{12}} \\
&=\frac{-\frac{3}{2}}{} M^{\frac{1}{2}} .
\end{aligned}
$$

To obtain (2.62), use (2.61) and the inequality

$$
\left(\frac{\epsilon}{\delta}\right)^{\frac{1}{6}}\left(\frac{\delta M^{\frac{1}{2}}}{t}\right)^{\frac{1}{6}} \lesssim \bar{\lambda}^{\frac{1}{3}} M^{\frac{1}{12}}
$$

which follows from (2.51). Consequently, we have established (2.44) and the proposition follows.

### 2.5 Proof of Theorem 2.1.1

The following lemma states that instead of averaging over $\delta$ annuli we can average over a mollified version of $d \sigma_{r}$ which is essentially concentrated on a $\delta$ annulus.
Lemma 2.5.1 Fix a radial function $\phi \in \mathcal{S}\left(\mathbb{R}^{2}\right)$. Suppose that for fixed $1 \leq p \leq q \leq \infty, \alpha<3$

$$
\left\|\overline{\mathcal{M}}_{\delta} f\right\|_{q} \lesssim \delta^{-\alpha}\|f\|_{p}
$$

for all $0<\delta<1, f \in L^{1} \cap L^{\infty}$. Then

$$
\left\|\overline{\mathcal{M}}\left(f * \phi_{\delta}\right)\right\|_{q} \lesssim \delta^{-\alpha}\|f\|_{p}
$$

for all $0<\delta<1, f \in \mathcal{S}$.
Proof: Write $\phi(|x|)=\phi(x)$. We construct a radial, non increasing majorant for $\phi$ as follows. Let $\rho(r)=r^{2}\left|\phi^{\prime}(r)\right|$ and define

$$
\psi(|x|)=\int_{|x|}^{\infty}\left|\phi^{\prime}(r)\right| d r
$$

or equivalently

$$
\psi(x)=\int_{0}^{\infty}\left(\chi_{B}\right)_{r}(x) \rho(r) d r
$$

where $B$ is the unit ball in $\mathbb{R}^{2}$. Note that

$$
\int_{\mathbb{R}^{2}} \psi(x) d x=\int_{0}^{\infty} \rho(r) d r=\int_{0}^{\infty} \psi(r) r d r
$$

Let $f \in \mathcal{S}$. Then

$$
\begin{aligned}
\sup _{1<t 2}\left|d \sigma_{t} *\left(\phi_{\delta} * f\right)\right| & \leq\left\{\int_{0}^{\delta^{-1}}+\int_{\delta^{-1}}^{\infty}\right\} \sup _{1<t<2}\left|\left[d \sigma_{t} *\left(\chi_{B}\right)_{r \delta}\right] *\right| f| | \rho(r) d r \\
& =A+B
\end{aligned}
$$

On the one hand

$$
\begin{aligned}
\|A\|_{q} & \lesssim \int_{0}^{\delta^{-1}}\left\|\overline{\mathcal{M}}_{10 r \delta}|f|\right\|_{q} \rho(r) d r \\
& \lesssim \delta^{-\alpha} \int_{0}^{\delta^{-1}} r^{-\alpha} \rho(r) d r\|f\|_{p} \\
& \lesssim \delta^{-\alpha}\|f\|_{p}
\end{aligned}
$$

since $\alpha<3$. On the other hand, by Young's inequality with $1+\frac{1}{q}=\frac{1}{p}+\frac{1}{s}$,

$$
\begin{aligned}
\|B\|_{q} & \lesssim \int_{\delta^{-1}}^{\infty}\left\|\left(\chi_{B}\right)_{10 r \delta} *|f|\right\|_{q} \rho(r) d r \\
& \lesssim \int_{\delta^{-1}}^{\infty}\left\|\left(\chi_{B}\right)_{10 r \delta}\right\|_{s}\|f\|_{p} \rho(r) d r \\
& \lesssim \int_{\delta^{-1}}^{\infty}(\delta r)^{-\frac{2}{s^{\prime}}} \rho(r) d r\|f\|_{p} \\
& \lesssim\|f\|_{p}
\end{aligned}
$$

and the lemma follows.
Proof of Theorem 2.1.1: Statements (2.9), (2.10) of Theorem 2.1.1 follow via Marcinkiewicz's theorem from the estimates at the points $\mathrm{Q}, \mathrm{R}, \mathrm{T}, \mathrm{P}$ (see figure 1 ). To prove (2.8), suppose we are given any $f \in \mathcal{S}$. Let

$$
f=\sum_{j=0}^{\infty} f_{j}
$$

be a Littlewood-Paley decomposition, i.e. $\operatorname{supp}\left(\hat{f}_{0}\right) \subset\left\{\mathbb{R}^{2}:|\xi|<2\right\}$ and $\operatorname{supp}\left(\hat{f}_{j}\right) \subset\left\{\mathbb{R}^{2}: 2^{j-1}<\right.$ $\left.|\xi|<2^{j+1}\right\}$ for $j=1,2, \ldots$. On the one hand, (2.10), (2.9), and Lemma 2.5.1 imply

$$
\begin{equation*}
\left\|\overline{\mathcal{M}} f_{j}\right\|_{q} \leq C_{\epsilon} 2^{j \epsilon}\left\|f_{j}\right\|_{p} \quad \text { if }\left(\frac{1}{p}, \frac{1}{q}\right) \in Q P \cup P T \text { (see figure } 1 \text { ) } \tag{2.63}
\end{equation*}
$$

for any $\epsilon>0$ and $j=1,2, \ldots$. On the other hand, by the local smoothing theorem in [10] (see also [2] and [15])

$$
\begin{equation*}
\left\|\overline{\mathcal{M}} f_{j}\right\|_{p} \lesssim 2^{-j \beta}\left\|f_{j}\right\|_{p} \tag{2.64}
\end{equation*}
$$

where $2<p<\infty, \beta=\beta(p)>0$, and $j=1,2, \ldots$. Interpolating (2.64) with (2.63) yields

$$
\begin{equation*}
\left\|\overline{\mathcal{M}} f_{j}\right\|_{q} \lesssim 2^{-j \gamma}\left\|f_{j}\right\|_{p}, \quad \text { if }\left(\frac{1}{p}, \frac{1}{q}\right) \in \text { region } \mathrm{I} \backslash Q P \cup P T \tag{2.65}
\end{equation*}
$$

for some $\gamma=\gamma(p, q)>0$. Furthermore,

$$
\begin{equation*}
\left\|\overline{\mathcal{M}} f_{0}\right\|_{q} \lesssim\left\|f_{0}\right\|_{p} \tag{2.66}
\end{equation*}
$$

by the Hardy-Littlewood and Bernstein inequalities. Finally, (2.8) follows from (2.65) and (2.66) by the Littlewood-Paley inequality.

Up to a $|\log \delta|$ factor, (2.11) follows by interpolating the estimate at $T$, i.e. (2.7), with the ones at the endpoints $R$ and $S$ :

$$
\begin{equation*}
\left\|\overline{\mathcal{M}}_{\delta} f\right\|_{1}+\left\|\overline{\mathcal{M}}_{\delta} f\right\|_{\infty} \lesssim \delta^{-1}\|f\|_{1} \tag{2.67}
\end{equation*}
$$

To obtain the sharp estimates, let $f=\sum_{0}^{\infty} f_{j}$ be as above. The analogue of (2.67) is

$$
\begin{equation*}
\left\|\overline{\mathcal{M}} f_{j}\right\|_{1}+\left\|\overline{\mathcal{M}} f_{j}\right\|_{\infty} \lesssim 2^{j}\left\|f_{j}\right\|_{1} \tag{2.68}
\end{equation*}
$$

(see Lemma 3.2.1 below). Interpolating (2.68) with the $L^{2}$ bound (2.23) yields

$$
\begin{equation*}
\left\|\overline{\mathcal{M}} f_{j}\right\|_{q} \lesssim 2^{j\left(\frac{2}{p}-1\right)}\left\|f_{j}\right\|_{p} \text { if }\left(\frac{1}{p}, \frac{1}{q}\right) \in \text { region IV. } \tag{2.69}
\end{equation*}
$$

(2.11) now follows from (2.69) by the same type of argument as in the proof of Corollary 2.3.1 provided $1<p$. The estimates on the segment $S R$ follow from the ones at the endpoints. We skip the details.

## Chapter 3

## Some remarks and a slight improvement

### 3.1 Estimates for the global maximal function

Theorem 2.1.1 holds for the global version of $\overline{\mathcal{M}}$. Let

$$
\mathcal{M} f=\sup _{0<r<1} r^{a}\left|d \sigma_{r} * f\right|
$$

The number $a$ can vary and will be specified below. One can pass from bounds on $\overline{\mathcal{M}}_{\delta}$ to bounds on $\mathcal{M}$ by Littlewood-Paley theory. In section two of this chapter we will then apply these global bounds to obtain a version of Theorem 2.1.1 for the wave equation. The following lemma is essentially a calculation from [1].

Lemma 3.1.1 Let $1 \leq p<\infty, 1 \leq p \leq q \leq \infty$ and $\beta \in \mathbb{R}$. Suppose that

$$
\begin{equation*}
\|\overline{\mathcal{M}} f\|_{q} \lesssim 2^{j \beta}\|f\|_{p} \tag{3.1}
\end{equation*}
$$

for all $j=1,2, \ldots$ and $f \in \mathcal{S}$ such that $\operatorname{supp}(\hat{f}) \subset\left\{\mathbb{R}^{2}: 2^{j-1}<|\xi|<2^{j+1}\right\}$. Then, with $a=2(1 / p-1 / q)$,

$$
\begin{array}{rlc}
\|\mathcal{M} f\|_{q} & \lesssim\|f\|_{p} & \text { if } \beta<0, q \geq 2, \text { and } 1<p \\
\|\mathcal{M} f\|_{q} & \leq C_{\epsilon}\|f\|_{L_{\beta+\epsilon}^{p}} & \text { if } \beta \geq 0, \epsilon>0
\end{array}
$$

for all $f \in \mathcal{S}$. Here $L_{\gamma}^{p}$ are the usual Sobolev spaces.
Proof: Let $f=\sum_{0}^{\infty} f_{j}$ be as in the proof of Theorem 2.1.1. Recall that $(g)_{2^{k}}(x)=2^{-2 k} g\left(2^{-k} x\right)$. Then (with $M^{a}$ defined in Lemma 3.1.2)

$$
\begin{aligned}
\mathcal{M} f & =\sup _{k \geq 0} \sup _{r \sim 2^{-k}} r^{a}\left|d \sigma_{r} * f\right| \\
& \leq \sup _{k \geq 0} \sup _{r \sim 2^{-k}} r^{a}\left|d \sigma_{r} *\left(\sum_{j \leq k} f_{j}\right)\right|+\sup _{k \geq 0} \sup _{r \sim 2^{-k}} 2^{-k a}\left|d \sigma_{r} *\left(\sum_{j>k} f_{j}\right)\right| \\
& \lesssim M^{a} f+\sup _{k \geq 0} \sum_{j>k} 2^{-k a}\left(\overline{\mathcal{M}}\left(f_{j}\right)_{2^{k}}\right)_{2^{-k}}
\end{aligned}
$$

$$
\begin{equation*}
\lesssim M^{a} f+\left(\sum_{k \geq 0}\left|\sum_{j>k} 2^{-k a}\left(\overline{\mathcal{M}}\left(f_{j}\right)_{2^{k}}\right)_{2^{-k}}\right|^{q}\right)^{\frac{1}{q}} \tag{3.2}
\end{equation*}
$$

The first term in (3.2) is bounded by Lemma 3.1.2. Assume first that $\beta<0$. Let $s=\max (2, p)$. Using the inequalities of Young and Littlewood-Paley, we can then estimate the second term as follows.

$$
\begin{align*}
\left\|\left(\sum_{k \geq 0}\left|\sum_{j>k} 2^{-k a}\left(\overline{\mathcal{M}}\left(f_{j}\right)_{2^{k}}\right)_{2^{-k}}\right|^{q}\right)^{\frac{1}{q}}\right\|_{q} & =\left(\sum_{k \geq 0}\left(\sum_{j>k} 2^{-k a}\left\|\left(\overline{\mathcal{M}}\left(f_{j}\right)_{2^{k}}\right)_{2^{-k}}\right\|_{q}\right)^{q}\right)^{\frac{1}{q}} \\
& \lesssim\left(\sum_{k \geq 0}\left(\sum_{j>k} 2^{(j-k) \beta}\left\|f_{j}\right\|_{p}\right)^{q}\right)^{\frac{1}{q}}  \tag{3.3}\\
& \lesssim\left(\sum_{j}\left\|f_{j}\right\|_{p}^{s}\right)^{\frac{1}{s}} \\
& \lesssim\left\|\left(\sum_{j}\left|f_{j}\right|^{2}\right)^{\frac{1}{2}}\right\|_{p} \lesssim\|f\|_{p}
\end{align*}
$$

If $\beta \geq 0$ we compute, starting in line (3.3) above,

$$
\begin{aligned}
\|\left(\sum_{k \geq 0} \left\lvert\, \sum_{j>k} 2^{-k a}\left(\left.\overline{\mathcal{M}}\left(f_{j}\right)_{\left.2^{k}\right)_{2^{-k}}}\right|^{q}\right)^{\frac{1}{q}}\right. \|_{q}\right. & \lesssim\left(\sum_{k \geq 0} 2^{-k \beta q}\left(\sum_{j>k} 2^{-j \epsilon} 2^{j(\beta+\epsilon)}\left\|f_{j}\right\|_{p}\right)^{q}\right)^{\frac{1}{q}} \\
& \lesssim\left(\sum_{k \geq 0} 2^{-k \beta q}\left(\sum_{j>k} 2^{-j \epsilon}\left\|(1-\triangle)^{(\beta+\epsilon) / 2} f\right\|_{p}\right)^{q}\right)^{\frac{1}{q}} \\
& \leq C_{\epsilon}\|f\|_{L_{\beta+\epsilon}^{p}}
\end{aligned}
$$

for any $\epsilon>0$.

In the following lemma we recall a well-known fact about certain maximal averages.
Lemma 3.1.2 Let $0 \leq a<2$ and define for any $f \in L^{1} \cap L^{\infty}\left(\mathbb{R}^{2}\right)$

$$
M^{a} f(x)=\sup _{0<r<\infty} r^{a-2} \int_{B_{r}(x)}|f(x-y)| d y
$$

Then

$$
\begin{equation*}
\left\|M^{a} f\right\|_{q} \lesssim\|f\|_{p} \quad \text { for } \frac{1}{q}=\frac{1}{p}-\frac{a}{2}, 1<p \leq q \leq \infty \tag{3.4}
\end{equation*}
$$

Proof: For $a=0$ this is just the usual Hardy-Littlewood maximal function. In case $0<a<2$, $q<\infty$ we have the inequality

$$
M^{a} f(x) \lesssim \int_{\mathbb{R}^{2}} \frac{|f(y)|}{|x-y|^{2-a}} d y
$$

Since the kernel is in weak $L^{\frac{2}{2-a}},(3.4)$ follows from Young's inequality. Finally, if $q=\infty,(3.4)$ follows from Hölder's inequality.

We can now state the global version of Theorem 2.1.1.
Theorem 3.1.1 For any $f \in \mathcal{S}\left(\mathbb{R}^{2}\right)$,

$$
\begin{equation*}
\|\mathcal{M} f\|_{q} \lesssim\|f\|_{p} \quad \text { in region } I \backslash(Q P \cup P T) \tag{3.5}
\end{equation*}
$$

and for any $\epsilon>0$

$$
\|\mathcal{M} f\|_{q} \leq C_{\epsilon}\|f\|_{L_{\gamma+\epsilon}^{p}}
$$

where

$$
\begin{align*}
\gamma & =\frac{1}{p}-\frac{2}{q} \quad \text { in region } I I  \tag{3.6}\\
\gamma & =\frac{3}{2 p}-\frac{1}{2}-\frac{1}{2 q} \quad \text { in region } I I I  \tag{3.7}\\
\gamma & =\frac{2}{p}-1 \quad \text { in region } I V \tag{3.8}
\end{align*}
$$

We have set $a=2\left(\frac{1}{p}-\frac{1}{q}\right)$ throughout.
Proof: The above statements follow from Theorem 2.1.1 and Lemmas 2.5.1 and 3.1.1.

### 3.2 Some estimates for the wave equation

It is well-known that circular averages can be imbedded into an analytic family of operators. As in [18] we let for all $f \in \mathcal{S}$

$$
\mathcal{A}_{t}^{\alpha} f=k_{t}^{\alpha} * f
$$

where

$$
k^{\alpha}(x)=\frac{1}{\Gamma(\alpha)}\left(1-|x|^{2}\right)_{+}^{\alpha-1}
$$

For $\Re(\alpha) \leq 0$ this is defined by analytic continuation. In particular,

$$
d \sigma_{r} * f=\mathcal{A}_{r}^{0} f
$$

and $u(x, t)=t \mathcal{A}_{t}^{\frac{1}{2}} f$ solves

$$
\square u=0, \quad u(0)=0, \quad u_{t}(0)=f
$$

By interpolation one can obtain analogues of Theorem 2.1.1 and Theorem 3.1.1 for the operators

$$
\begin{aligned}
\overline{\mathcal{M}}^{\alpha} f & =\sup _{1<t \leq 2}\left|\mathcal{A}_{t}^{\alpha} f\right| \\
\mathcal{M}^{\alpha} f & =\sup _{0<t \leq 1} t^{a}\left|\mathcal{A}_{t}^{\alpha} f\right|
\end{aligned}
$$

Estimates of this type go back to [18] (see also Stein [19], pp. 518-19 and the references given there). For simplicity we shall restrict ourselves to the wave equation, i.e., $\alpha=\frac{1}{2}$. Solving the wave equation above with initial conditions given by suitable modifications of examples $i$-iii on page 9 shows that the following theorem is optimal (up to $\epsilon$ ). For the meaning of the points $P_{1}$ etc. see figure 2 .

Theorem 3.2.1 For any $f \in \mathcal{S}$ let $u$ be a solution of the two-dimensional wave equation as above. Then

$$
\begin{equation*}
\left\|\sup _{0<t \leq 1} t^{a-1} u(\cdot, t)\right\|_{q} \lesssim\|f\|_{p} \quad \text { in region } A \backslash X P_{1} \cup P_{1} Y \cup Y Z \tag{3.9}
\end{equation*}
$$

and

$$
\left\|\sup _{0<t \leq 1} t^{a-1} u(\cdot, t)\right\|_{q} \leq C_{\epsilon}\|f\|_{L_{\gamma+\epsilon}^{p}}
$$

with $\epsilon>0$ and

$$
\begin{align*}
\gamma & =\frac{1}{p}-\frac{2}{q}-\frac{1}{2} \quad \text { in region } B  \tag{3.10}\\
\gamma & =\frac{3}{2 p}-1-\frac{1}{2 q} \quad \text { in region } C  \tag{3.11}\\
\gamma & =\frac{2}{p}-\frac{3}{2} \quad \text { in region } D . \tag{3.12}
\end{align*}
$$

We have set $a=2\left(\frac{1}{p}-\frac{1}{q}\right)$ throughout.

The most interesting statement in Theorem 3.2 .1 is probably the bound at $P_{1}=\left(\frac{7}{10}, \frac{1}{10}\right)$, i.e.

$$
\left\|\sup _{1<t<2} u(\cdot, t)\right\|_{L^{10}\left(\mathbb{R}^{2}\right)} \leq C_{\epsilon}\|f\|_{L_{\epsilon}^{10 / 7}\left(\mathbb{R}^{2}\right)}
$$

It is easy to see that this is exactly what would follow from the local smoothing conjecture. The same remark applies to the operators $\overline{\mathcal{M}}^{\alpha}$. On the other hand, the position of all other points in fig. 2 can be explained fairly easily by invoking the decay properties of $\widehat{k^{\alpha}}$. This is done in the following two lemmas. They are proved in general dimensions.

Lemma 3.2.1 For all $\alpha=\sigma+i \tau \in \mathbb{C}$ there exist constants $C_{\alpha}$ such that for any $j=1,2, \ldots$, all $f \in \mathcal{S}$ with $\operatorname{supp}(\hat{f}) \subset\left\{\mathbb{R}^{d}: 2^{j-1}<|\xi|<2^{j+1}\right\}$, and $1 \leq p \leq \infty$

$$
\begin{align*}
\left\|\overline{\mathcal{M}}^{\alpha} f\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} & \leq C_{\alpha} 2^{j\left(\frac{1}{p}-\sigma\right)}\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)}  \tag{3.13}\\
\left\|\overline{\mathcal{M}}^{\alpha} f\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} & \leq C_{\alpha} 2^{j(1-\sigma)}\|f\|_{L^{1}\left(\mathbb{R}^{d}\right)}  \tag{3.14}\\
\left\|\overline{\mathcal{M}}^{\alpha} f\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} & \leq C_{\alpha} 2^{-j(\sigma+(d-2) / 2)}\|f\|_{L^{2}\left(\mathbb{R}^{d}\right)} \tag{3.15}
\end{align*}
$$

Moreover, for every $|\sigma| \leq S$ there exists a constant $C_{S}$ so that for all $-\infty<\tau<\infty$

$$
\begin{equation*}
\left|C_{\alpha}\right| \leq C_{S} \exp \left(C_{S}|\tau|\right) \tag{3.16}
\end{equation*}
$$

Proof: Choose a radial function $\phi \in \mathcal{S}\left(\mathbb{R}^{d}\right)$ with $\operatorname{supp}(\hat{\phi}) \subset\left\{\mathbb{R}^{d}: \frac{1}{4}<|\xi|<4\right\}$ and so that $f=f * \phi_{2^{-j}}$ for any $f$ as in the statement of the lemma. By Lemma 3.2.2 below

$$
\begin{align*}
\left\|\mathcal{A}_{t}^{\alpha} \phi_{2^{-j}}\right\|_{L^{q}\left(\mathbb{R}^{d}\right)} & \lesssim 2^{j\left(1-\sigma-\frac{1}{q}\right)}  \tag{3.17}\\
\left\|\sup _{1<t<2} \mathcal{A}_{t}^{\alpha} \phi_{2^{-j}}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} & \lesssim 2^{j(1-\sigma)} \tag{3.18}
\end{align*}
$$

for all $1 \leq q \leq \infty$. Since

$$
\begin{aligned}
\left|\mathcal{A}_{t}^{\alpha} f\right| & \leq\left|\mathcal{A}_{t}^{\alpha} \phi_{2-j}\right| *|f| \\
\sup _{1<t<2}\left|\mathcal{A}_{t}^{\alpha} f\right| & \leq\left[\sup _{1<t<2}\left|\mathcal{A}_{t}^{\alpha} \phi_{2-j}\right|\right] *|f|
\end{aligned}
$$



Figure 3.1: Regions of boundedness in Theorem 3.2.1
inequalities (3.13) and(3.14) follow from (3.17) and (3.18), respectively.
By Lemma 2.3.1

$$
\left\|\overline{\mathcal{M}}^{\alpha} f\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \lesssim \alpha_{j}^{\frac{1}{2}}\left(\alpha_{j}+\beta_{j}\right)^{\frac{1}{2}}\|f\|_{L^{2}\left(\mathbb{R}^{d}\right)}
$$

where

$$
\begin{aligned}
\alpha_{j} & =\sup _{|\xi| \simeq 2^{j}}\left|\widehat{k^{\alpha}}(\xi)\right| \\
\beta_{j} & =\sup _{|\xi| \simeq 2^{j}}\left|\left\langle\nabla \widehat{k^{\alpha}}(\xi), \xi\right\rangle\right|
\end{aligned}
$$

By (3.19) and (3.20) below

$$
\begin{aligned}
\alpha_{j} & \lesssim 2^{-j((d-1) / 2+\sigma)} \\
\beta_{j} & \lesssim 2^{-j((d-3) / 2+\sigma)}
\end{aligned}
$$

Thus (3.15) follows.
Lemma 3.2.2 Let $\phi \in \mathcal{S}$ be a radial function such that $\operatorname{supp}(\hat{\phi}) \subset\left\{\mathbb{R}^{d}: \frac{1}{4}<|\xi|<4\right\}$. Then for any $\alpha=\sigma+i \tau \in \mathbb{C}, N=0,1,2, \ldots$ there exist constants $C_{\alpha, N}$ so that

$$
\left|\mathcal{A}_{t}^{\alpha} \phi_{2^{-j}}(x)\right| \leq C_{\alpha, N} 2^{j(1-\sigma)}\left(1+2^{j}| | x|-t|\right)^{-N}
$$

for all $1<t<2, x \in \mathbb{R}^{d}$, and $j=0,1, \ldots$. Moreover, the constants $C_{\alpha, N}$ satisfy the growth condition (3.16).

Proof: This will follow from stationary phase. We shall use the asymptotic expansion of $\widehat{k^{\alpha}}$ derived in Lemma 2.2.3 in Sogge's book [16]:

$$
\begin{equation*}
\widehat{k^{\alpha}}(\xi)=e^{2 \pi i|\xi|} \omega_{\alpha}^{+}(|\xi|)+e^{-2 \pi i|\xi|} \omega_{\alpha}^{-}(|\xi|) \tag{3.19}
\end{equation*}
$$

where $\omega_{\alpha}^{+}$and $\omega_{\alpha}^{-}$are $\in C^{\infty}(0, \infty)$. Their decay is given by

$$
\begin{equation*}
\left|\frac{d^{k}}{d s^{k}} \omega_{\alpha}^{ \pm}(s)\right| \leq C_{k, \alpha}(1+s)^{-\frac{d-1}{2}-\Re \alpha-k} \tag{3.20}
\end{equation*}
$$

$k=0,1, \ldots$ where the $C_{k, \alpha}$ satisfy (3.16), as can be seen by Stirling's formula. Note that the representation (3.19) includes the surface measure $\widehat{d \sigma}=\widehat{k_{0}}$.

By definition of the $\mathcal{A}_{t}^{\alpha}$,

$$
\begin{aligned}
\mathcal{A}_{t}^{\alpha} \phi_{2-j}(x)= & \int_{\mathbb{R}^{d}} e^{2 \pi i x \cdot \xi \widehat{k^{\alpha}}}(\xi t) \hat{\phi}\left(2^{-j} \xi\right) d \xi \\
= & \int_{\mathbb{R}^{d}} e^{2 \pi i(x \cdot \xi+t|\xi|)} \omega_{\alpha}^{+}(\xi t) \hat{\phi}\left(2^{-j} \xi\right) d \xi+ \\
& +\int_{\mathbb{R}^{d}} e^{2 \pi i(x \cdot \xi-t|\xi|)} \omega_{\alpha}^{-}(\xi t) \hat{\phi}\left(2^{-j} \xi\right) d \xi \\
= & I_{+}+I_{-}
\end{aligned}
$$

It suffices to consider $I_{-}$. Introducing polar coordinates yields

$$
\begin{aligned}
I_{-}= & 2^{j d} \int_{0}^{\infty} e^{2 \pi i 2^{j}(|x|-t) r} \omega_{0}^{+}\left(2^{j}|x| r\right) \omega_{\alpha}^{-}\left(2^{j} t r\right) \hat{\phi}(r) r^{d-1} d r+ \\
& +2^{j d} \int_{0}^{\infty} e^{-2 \pi i 2^{j}(|x|+t) r} \omega_{0}^{-}\left(2^{j}|x| r\right) \omega_{\alpha}^{-}\left(2^{j} t r\right) \hat{\phi}(r) r^{d-1} d r \\
= & A+B
\end{aligned}
$$

Consider the first integral.

$$
\begin{aligned}
|A| \leq & C_{N} 2^{j d}\left(2^{j}| | x|-t|\right)^{-N} \int_{0}^{\infty}\left|\left(\frac{d}{d r}\right)^{N}\left[\omega_{0}^{+}\left(2^{j}|x| r\right) \omega_{\alpha}^{-}\left(2^{j} t r\right) \hat{\phi}(r) r^{d-1}\right]\right| d r \\
\leq & C_{\alpha, N} 2^{j d}\left(2^{j} \| x|-t|\right)^{-N} \sum_{k+l \leq N} \int_{\frac{1}{4}}^{4}\left(2^{j}|x|\right)^{k}\left(1+2^{j}|x| r\right)^{-\frac{d-1}{2}-k}\left(2^{j} t\right)^{l} \\
& \left(1+2^{j} t r\right)^{-\frac{d-1}{2}-\sigma-l} d r \\
\leq & C_{\alpha, N} 2^{j d}\left(2^{j} \| x|-t|\right)^{-N}\left(1+2^{j}|x|\right)^{-\frac{d-1}{2}} 2^{-j\left(\frac{d-1}{2}+\sigma\right)} .
\end{aligned}
$$

Hence

$$
|A| \leq C_{\alpha, N} 2^{j(1-\sigma)}\left(1+2^{j}| | x|-t|\right)^{-N}
$$

provided $1<t<2$. Estimating $B$ in a similar fashion finishes the proof.
In the following proposition we move point $P$ in figure 1 to position $P_{1}$ in figure 2 by Stein's interpolation theorem.

Proposition 3.2.1 Let $f \in \mathcal{S}\left(\mathbb{R}^{2}\right)$ so that $\operatorname{supp}(\hat{f}) \subset\left\{\mathbb{R}^{2}: 2^{j-1}<|\xi|<2^{j+1}\right\}$ for some $j=1,2, \ldots$. Then for any $\epsilon>0$

$$
\begin{equation*}
\left\|\overline{\mathcal{M}}^{\frac{1}{2}} f\right\|_{L^{10}\left(\mathbb{R}^{2}\right)} \leq C_{\epsilon} 2^{j \epsilon}\|f\|_{L^{10 / 7}\left(\mathbb{R}^{2}\right)} \tag{3.21}
\end{equation*}
$$

Proof: By equation (4) in [18],

$$
\begin{equation*}
\mathcal{A}_{t}^{\alpha} f(x)=\frac{2}{\Gamma(\alpha)} \int_{0}^{1} \mathcal{A}_{s t}^{0} f(x)\left(1-s^{2}\right)^{\alpha-1} s d s \tag{3.22}
\end{equation*}
$$

provided $\Re \alpha>0$. Let $\alpha=\epsilon+i \tau$. In view of (3.22) Theorem 3.1.1 implies that

$$
\left\|\overline{\mathcal{M}}^{\alpha} f\right\|_{5} \leq C_{\epsilon, \tau} 2^{j \epsilon}\|f\|_{5 / 2}
$$

Interpolating this with

$$
\left\|\overline{\mathcal{M}}^{1+i \tau} f\right\|_{\infty} \leq C_{\tau} 2^{j}\|f\|_{1}
$$

(see inequality (3.13)) via Stein's theorem yields

$$
\begin{equation*}
\left\|\overline{\mathcal{M}}^{\frac{1}{2}} f\right\|_{q} \leq C_{\epsilon} 2^{j \epsilon}\|f\|_{p} \tag{3.23}
\end{equation*}
$$

where $p \rightarrow 10 / 7$ and $q \rightarrow 10$ as $\epsilon \rightarrow 0$. The proposition follows by interpolating (3.23) with

$$
\left\|\overline{\mathcal{M}}^{\frac{1}{2}} f\right\|_{\infty} \lesssim 2^{\frac{j}{2}}\|f\|_{1}
$$

which is a special case of (3.13).
Remark: Just as in the case of circular means, the endpoint result (3.21) would follow from the sharp local smoothing conjecture [15]. Namely, by that conjecture

$$
\left\|\overline{\mathcal{M}}^{\frac{1}{2}} f\right\|_{4} \leq C_{\epsilon} 2^{-j\left(\frac{3}{4}-\epsilon\right)}\|f\|_{4}
$$

for any $f$ as in Proposition 3.2.1. Interpolating this with estimate (3.13), i.e.

$$
\left\|\overline{\mathcal{M}}^{\frac{1}{2}} f\right\|_{\infty} \lesssim 2^{\frac{j}{2}}\|f\|_{1}
$$

yields (3.21).
Proof of Theorem 3.2.1: Let $f \in \mathcal{S}$ such that $\operatorname{supp}(\hat{f}) \subset\left\{\mathbb{R}^{2} \quad: \quad 2^{j-1}<|\xi|<2^{j+1}\right\}$ for some $j=1,2, \ldots$ By (3.13), (3.14) and (3.15)

$$
\begin{aligned}
\left\|\overline{\mathcal{M}}^{\frac{1}{2}} f\right\|_{4 / 3} & \lesssim\|f\|_{4 / 3} \\
\left\|\overline{\mathcal{M}}^{\frac{1}{2}} f\right\|_{4} & \lesssim f \|_{4 / 3}
\end{aligned}
$$

which correspond to the points $Z$ and $Y$, respectively. Statements (3.10), (3.11), and (3.12) now follow from the estimates at the points $\mathrm{X}, \mathrm{R}, \mathrm{S}, \mathrm{Z}, \mathrm{Y}, P_{1}$ (which we derived above) via interpolation and Lemma 3.1.1 (note that we can replace $\overline{\mathcal{M}}$ with $\overline{\mathcal{M}}^{\frac{1}{2}}$ in that lemma). Inequalities (3.13) and (3.15) of Lemma 3.2.1 imply that

$$
\left\|\overline{\mathcal{M}}^{\frac{1}{2}} f\right\|_{q} \lesssim 2^{-j \beta}\|f\|_{p} \quad \text { if }\left(\frac{1}{p}, \frac{1}{q}\right) \in Q X \cup Q Z \backslash\{X, Z\}
$$

for some $\beta=\beta(p, q)>0$. By what was shown in the first part of this proof

$$
\left\|\overline{\mathcal{M}}^{\frac{1}{2}} f\right\|_{q} \leq C_{\epsilon} 2^{j \epsilon}\|f\|_{p} \quad \text { if }\left(\frac{1}{p}, \frac{1}{q}\right) \in X P_{1} \cup P_{1} Y \cup Y Z
$$

for any $\epsilon>0$. By interpolation,

$$
\left\|\overline{\mathcal{M}}^{\frac{1}{2}} f\right\|_{q} \lesssim 2^{-j \gamma}\|f\|_{p} \quad \text { if }\left(\frac{1}{p}, \frac{1}{q}\right) \in A \backslash X P_{1} \cup P_{1} Y \cup Y Z
$$

for some $\gamma=\gamma(p, q)>0$. Thus (3.9) follows from Lemma 3.1.1 provided $q \geq 2$. In [19], Stein proved (3.9) on the segment $Q Z \backslash\{Z\}$. The theorem now follows by interpolating those estimates with the ones we just derived.

### 3.3 A slight improvement

In this section we prove remark b) from chapter 2 , section 1. This will follow from an argument similar to the one in section 4 . However, we will not use (2.38), which contains a logarithmic factor, but rather the following geometric observation. It might be worth noting that (3.25) is not sufficient for the $(5 / 2,5)$ estimate. First we need to carry out the pigeon hole argument from page 18 with different weights. More precisely, let $a:[\delta, 1] \times[\delta, 1] \rightarrow[0,1]$ be such that

$$
\begin{equation*}
\sum_{k \geq 0, l \geq 0} a\left(2^{k} \delta, 2^{l} \delta\right)=1 \tag{3.24}
\end{equation*}
$$

Define $\bar{\lambda}=\bar{\lambda}(t, \epsilon)=a(t, \epsilon) \bar{\lambda} / 2, \bar{\mu}=\bar{\mu}(t, \epsilon)=a(t, \epsilon) \mu, \bar{M}=\bar{M}(t, \epsilon)=a(t, \epsilon) M / 2$. The same discussion as on page 18 then shows that the inequalities (2.37) will hold for an appropriate choice of $\epsilon$ and $t$ and with the parameters $\bar{\lambda}, \bar{\mu}, \bar{M}$ we have just defined. In this section we will always mean these parameters.

Lemma 3.3.1 The multiplicity $\bar{\mu}$ satisfies the following apriori inequality:

$$
\begin{equation*}
\bar{\mu} \lesssim \epsilon^{\frac{1}{2}} t^{\frac{3}{2}} \delta^{-2} \tag{3.25}
\end{equation*}
$$

The constant in (3.25) is absolute, in particular it is independent of the choice of a.

Proof: Let $x \in C_{\delta}\left(x_{j}, r_{j}\right) \cap C_{\delta}\left(x_{i}, r_{i}\right)$ where $\Delta_{i j} \simeq \epsilon$ and $\left|x_{i}-x_{j}\right| \simeq t$. Then $\left|r_{i}-r_{j}\right| \lesssim t$ and the angle $\varangle\left(x_{i}, x, x_{j}\right) \simeq \sqrt{\epsilon t}$. Hence $x_{i}$ has to lie in a rectangle of dimensions approximately $(\epsilon t)^{\frac{1}{2}} \times t$. By $\delta$ separatedness the maximal number of $x_{i}$ 's is bounded by (3.25).

## $\underline{\text { Proof of remark b) on page } 10:}$

Case 1: $\quad \bar{\lambda} \leq C_{0}\left(\frac{\epsilon}{t}\right)^{\frac{1}{2}}$
Here $C_{0}$ is the same constant that appeared in the case distinction in the proof of Proposition 2.4.2. For later purposes we rewrite (3.26) as

$$
\begin{equation*}
\lambda \lesssim a^{-1}\left(\frac{\epsilon}{\delta}\right)^{\frac{1}{2}}\left(\frac{\delta M^{\frac{1}{2}}}{t}\right)^{\frac{1}{2}} M^{-\frac{1}{4}} \tag{3.27}
\end{equation*}
$$

Since $\operatorname{card}\left(S_{t, \epsilon}^{j}\right) \lesssim \min \left(M, \frac{t^{2}}{\delta^{2}}\right)$ by the definition (2.36) of the set $S_{t, \epsilon}^{j}$, we conclude from (2.46) that

$$
\begin{equation*}
\mu \lesssim a^{-2} \lambda^{-1}\left(\frac{\delta}{\epsilon}\right)^{\frac{1}{2}}\left(\frac{\delta M^{\frac{1}{2}}}{t}\right)^{\frac{1}{2}} M^{\frac{3}{4}} \min \left(1, \frac{t^{2}}{M \delta^{2}}\right) \tag{3.28}
\end{equation*}
$$

It is convenient to rewrite (3.25) as follows:

$$
\begin{equation*}
\mu \lesssim a^{-1}\left(\frac{\epsilon}{\delta}\right)^{\frac{1}{2}}\left(\frac{t}{\delta M^{\frac{1}{2}}}\right)^{\frac{3}{2}} M^{\frac{3}{4}} \tag{3.29}
\end{equation*}
$$

Let $0<\beta<\frac{1}{2}$ and $0<\eta<1-2 \beta$. Multiply (3.28) with the $\beta^{\text {th }}$ power of (3.29) to wit

$$
\begin{align*}
\mu^{1+\beta} \lesssim & C a^{-2-\beta} \lambda^{-1}\left(\frac{\delta}{\epsilon}\right)^{\frac{1}{2}(1-\beta)}\left(\frac{\delta M^{\frac{1}{2}}}{t}\right)^{\frac{1}{2}(1-3 \beta)} M^{\frac{3}{4}(1+\beta)} \min \left(1, \frac{t^{2}}{M \delta^{2}}\right) \\
\lesssim & a^{-2-2 \beta-\eta} \lambda^{-(1+\beta+\eta)}\left(\frac{\delta}{\epsilon}\right)^{\frac{1}{2}(1-2 \beta-\eta)}\left(\frac{\delta M^{\frac{1}{2}}}{t}\right)^{\frac{1}{2}(1-2 \beta+\eta)} \times \\
& \times M^{\frac{1}{4}(3+2 \beta-\eta)} \min \left(1, \frac{t^{2}}{M \delta^{2}}\right) \tag{3.30}
\end{align*}
$$

where we have used (3.27) to obtain (3.30). Let

$$
\begin{equation*}
a(\epsilon, t)=C_{1}^{-1}\left(\frac{\delta}{\epsilon}\right)^{\tau}\left(\frac{\delta M^{\frac{1}{2}}}{t}+\frac{t}{\delta M^{\frac{1}{2}}}\right)^{-\tau} \tag{3.31}
\end{equation*}
$$

for $\tau>0$. Then we can choose $C_{1}$ sufficiently large (depending only on $\tau$ ) so that $a$ satisfies (3.24). For suitably small $\tau$ depending on $\beta$ and $\eta$ we conclude from (3.30) that

$$
\begin{equation*}
\mu \lesssim \lambda^{-\left(1+\frac{\eta}{1+\beta}\right)} M^{\frac{3+2 \beta-\eta}{4(1+\beta)}}=\lambda^{-\alpha} M^{\tilde{\beta}} \tag{3.32}
\end{equation*}
$$

where $1<\alpha<2$ and $\alpha \rightarrow 1$ as $\eta \rightarrow 0, \alpha \rightarrow 2$ as $\eta \rightarrow 1$ and $\beta \rightarrow 0$. Moreover,

$$
\frac{1+\alpha}{1-\tilde{\beta}}=6+2 \frac{1-2 \beta-\eta}{1+2 \beta+\eta}>6 \text { and } \frac{1+\alpha}{1-\tilde{\beta}} \rightarrow 6
$$

as $\eta \rightarrow 1-2 \beta$. Thus, according to Lemma 2.2.1, (3.32) corresponds to weak type $p \rightarrow q$ estimates with $2<p<3$ and $q>6$.

$$
\begin{equation*}
\text { Case 2: } \quad \bar{\lambda} \geq C_{0}\left(\frac{\epsilon}{t}\right)^{\frac{1}{2}} \tag{3.33}
\end{equation*}
$$

We rewrite (3.33) as

$$
\begin{equation*}
\lambda \gtrsim a^{-1}\left(\frac{\epsilon}{\delta}\right)^{\frac{1}{2}}\left(\frac{\delta M^{\frac{1}{2}}}{t}\right)^{\frac{1}{2}} M^{-\frac{1}{4}} \tag{3.34}
\end{equation*}
$$

With $Q$ defined by (2.52), we infer from Lemma 2.4.1 that

$$
\begin{equation*}
\operatorname{card}(Q) \lesssim\left(\frac{\epsilon}{\delta}\right)^{2} \bar{\lambda}^{-3} M \min \left(1, \frac{t^{2}}{M \delta^{2}}\right)^{2} \tag{3.35}
\end{equation*}
$$

The minimum occurs on the right-hand side because for a given choice of $x_{i_{1}}$ we must have

$$
\left|x_{i_{2}}-x_{i_{1}}\right| \leq\left|x_{i_{1}}-x_{j}\right|+\left|x_{i_{2}}-x_{j}\right| \leq 2 t
$$

Here $\left(j, i_{1}, i_{2}, i_{3}\right)$ is a typical element of $Q$ (cf. (2.52)). This follows immediately from the definition (2.36) of $S_{t, \epsilon}^{J}$. Clearly, the same inequality also holds for $x_{i_{3}}$. Combining (3.35) with (2.55) we obtain therefore

$$
\begin{equation*}
\mu^{3} \lesssim a^{-10} \lambda^{-6}\left(\frac{\epsilon}{\delta}\right)^{\frac{1}{2}}\left(\frac{\delta M^{\frac{1}{2}}}{t}\right)^{\frac{3}{2}} M^{\frac{5}{4}} \min \left(1, \frac{t^{2}}{M \delta^{2}}\right)^{2} \tag{3.36}
\end{equation*}
$$

Suppose $\beta \geq 0$. Writing $\lambda^{6}=\lambda^{\beta} \lambda^{6-\beta}$ in (3.36) and estimating $\lambda^{\beta}$ by the $\beta^{t h}$ power of (3.34) yields

$$
\begin{equation*}
\mu^{3} \lesssim a^{-10+\beta} \lambda^{-6+\beta}\left(\frac{\delta}{\epsilon}\right)^{\frac{1}{2}(\beta-1)}\left(\frac{\delta M^{\frac{1}{2}}}{t}\right)^{\frac{1}{2}(3-\beta)} M^{\frac{1}{4}(5+\beta)} \min \left(1, \frac{t^{2}}{M \delta^{2}}\right)^{2} \tag{3.37}
\end{equation*}
$$

If $1<\beta<3$ we can choose $\tau$ in (3.31) so that (3.37) implies

$$
\begin{equation*}
\mu \lesssim \lambda^{-\alpha} M^{1-(1+\alpha) / 6} \text { for } 1<\alpha<2 \tag{3.38}
\end{equation*}
$$

Combining (3.32) and (3.38) and applying Lemma 2.2 .1 shows that

$$
\begin{equation*}
\left\|\overline{\mathcal{M}}_{\delta} f\right\|_{q, \infty} \lesssim \delta^{\frac{2}{q}-\frac{1}{p}}\|f\|_{p, 1} \quad \text { for } 2<p<3,6<q \tag{3.39}
\end{equation*}
$$

Inequality (2.9) of Theorem 2.1.1 with $\epsilon=0$ now follows from (3.39) and the obvious estimates for $q=\infty$ via Marcinkiewicz's theorem.

### 3.4 The $L^{2}$ theory revisited

The purpose of this section is to rederive the crucial $L^{2}$ estimate, i.e., Lemma 2.3 .3 , by purely geometric/combinatorial arguments. This is accomplished by using a two circle lemma, see Lemma 3.4.4
below, and a suitable iteration scheme. First we introduce some notation, following [22]. By $\mathcal{C}$ we shall always mean a family of circles with $\delta$-separated centers lying in some fixed compact set. Let

$$
\begin{align*}
C= & C(x, r)=\left\{y \in \mathbb{R}^{2}:|x-y|=r\right\} \\
C^{\rho}= & \left\{y \in \mathbb{R}^{2}: r-\rho<|x-y|<r+\rho\right\} \\
\Delta(C, \bar{C})= & \|x-\bar{x}|-| r-\bar{r}\| \\
d(C, \bar{C})= & |x-\bar{x}|+|r-\bar{r}| \\
\mu_{\rho}^{\mathcal{C}}= & \sum_{\bar{C} \in \mathcal{C}} \chi_{\bar{C}^{\rho}} \\
\mathcal{C}_{\epsilon t}^{C}= & \{\bar{C} \in \mathcal{C}: \epsilon / 2 \leq \Delta(C, \bar{C}) \leq \epsilon, t \leq|x-\bar{x}| \leq 2 t \\
& |r-\bar{r}| \leq 4 t\} \tag{3.40}
\end{align*}
$$

The following proposition clearly implies that

$$
\mu \leq C_{\epsilon} \delta^{-\epsilon} \lambda^{-1} \delta^{-1} t
$$

for any $\epsilon>0$, which is essentially the same as (2.38). The only difference is that we have powers $\delta^{-\epsilon}$ instead of logarithms, which is inessential as far as the proof of Theorem 2.1.1 is concerned.

Proposition 3.4.1 For all $\eta>0$ there exist constants $C_{\eta}>0$ and $\delta_{0}>0$ with the following properties: given any family $\mathcal{C}$ there exists $\mathcal{A} \subset \mathcal{C}$ with $|\mathcal{A}|>C_{\eta}^{-1}|\mathcal{C}|$ so that

$$
\begin{equation*}
\left|\left\{x \in C^{\delta}: \mu_{\delta}^{\mathcal{A}_{\epsilon t}^{C}}(x)>\delta^{-\eta} \lambda^{-1} \delta^{-1} t\right\}\right| \leq \lambda \delta \tag{3.41}
\end{equation*}
$$

for all $C \in \mathcal{A}$, all $\delta \leq \epsilon \leq t, 0<\lambda$, provided $\delta<\delta_{0}$.
This will follow by iterating Lemma 3.4.5 below. The idea of considering weak type inequalities for the multiplicity in the full range of the parameters originates in [22]. First we establish some technical lemmas needed in the proof of Lemma 3.4.5.

Lemma 3.4.1 Suppose $\Delta\left(C_{1}, C_{2}\right)=\beta, d\left(C_{1}, C_{2}\right)=\tau, t \geq 2 \epsilon$, and that $\beta \geq 10 \epsilon$. Then

$$
\begin{equation*}
\left|\mathcal{C}_{\epsilon t}^{C_{1}} \cap \mathcal{C}_{\epsilon t}^{C_{2}}\right| \lesssim \frac{t^{2}}{\delta^{2}} \frac{\epsilon}{\sqrt{\beta \tau}} \tag{3.42}
\end{equation*}
$$

Proof: Let $F(x, r)=\left(\left|x-x_{1}\right|-\left|r-r_{1}\right|,\left|x-x_{2}\right|-\left|r-r_{2}\right|\right)$ be defined on

$$
\Omega=\left\{(x, r): t \leq\left|x-x_{j}\right| \leq 2 t, j=1,2\right\} .
$$

Suppose $(x, r) \in \Omega$ and let $e_{i}=\frac{x-x_{i}}{\left|x-x_{i}\right|}$ and $\sigma_{j}=\operatorname{sgn}\left(r-r_{j}\right)$. Then

$$
D F(x, r)=\left(\begin{array}{ll}
e_{1} & -\sigma_{1} \\
e_{2} & -\sigma_{2}
\end{array}\right)
$$

and thus

$$
J F(x, r) \simeq\left|\varangle\left(e_{1} \sigma_{1}, e_{2} \sigma_{2}\right)\right| \equiv \alpha
$$

Here $J F^{2}$ denotes the sum of the squares of all $2 \times 2$ subdeterminants of $D F$. Suppose $(x, r) \in \Omega$ and $|F(x, r)|<\epsilon$. Then there exist $r_{j}^{\prime}$ so that $\left|r_{j}-r_{j}^{\prime}\right|<\epsilon$ and

$$
\left|x-x_{j}\right|=\left|r-r_{j}^{\prime}\right| \quad \text { for } \quad j=1,2 .
$$

Moreover, $\left|x-x_{j}\right| \geq t \geq 2 \epsilon$ and $\left|\left|r-r_{j}\right|-\left|x-x_{j}\right|\right|<\epsilon$ imply that $\operatorname{sgn}\left(r-r_{j}^{\prime}\right)=\sigma_{j}$. Consider first the case where $\sigma_{1}=\sigma_{2}$. Then

$$
\begin{aligned}
\left|x_{1}-x_{2}\right|^{2}= & \left|x-x_{1}\right|^{2}+\left|x-x_{2}\right|^{2}-2\left(x_{1}-x\right) \cdot\left(x_{2}-x\right) \\
= & \left|r-r_{1}^{\prime}\right|^{2}+\left|r-r_{2}^{\prime}\right|^{2}-2\left|r-r_{1}^{\prime}\right|\left|r-r_{2}^{\prime}\right|+ \\
& +2\left|x-x_{1}\right|\left|x-x_{2}\right|(1-\cos \alpha) \\
= & \left|r_{1}^{\prime}-r_{2}^{\prime}\right|^{2}+2\left|x-x_{1}\right|\left|x-x_{2}\right|(1-\cos \alpha),
\end{aligned}
$$

and thus

$$
t^{2} \alpha^{2} \gtrsim \beta \tau-8 \tau \epsilon \gtrsim \beta \tau
$$

If $\sigma_{1} \neq \sigma_{2}$, then by a similar calculation $t^{2} \alpha^{2} \gtrsim \beta \tau$. We conclude that

$$
J F \gtrsim \frac{\sqrt{\beta \tau}}{t} \text { on } \Omega \cap F^{-1}(D(0, \epsilon))
$$

By the coarea formula,

$$
\begin{aligned}
\int_{D(0, \epsilon)} \mathcal{H}^{1}\left(F^{-1}(y) \cap \Omega\right) d y & =\int_{\Omega \cap F^{-1}(D(0, \epsilon))} J F(x, r) d x d r \\
\epsilon^{2} t & \gtrsim \frac{\sqrt{\beta \tau}}{t}\left|\Omega \cap F^{-1}(D(0, \epsilon))\right|
\end{aligned}
$$

which implies

$$
\left|\operatorname{proj}_{\mathbb{R}^{2}}\left(\Omega \cap F^{-1}(D(0, \epsilon))\right)\right| \lesssim \epsilon \frac{t^{2}}{\sqrt{\beta \tau}}
$$

For example, set $\beta=\epsilon$ and $t=\tau$ in (3.42). Then (3.42) says that the total number of circles in $\mathcal{C}_{\epsilon t}^{C_{1}} \cap \mathcal{C}_{\epsilon t}^{C_{2}}$ is no larger than the maximal number of circles in $\mathcal{C}_{\epsilon t}^{C_{1}}$ that pass through one of the points $C_{1} \cap C_{2}$.

To estimate $\left|\mathcal{C}_{\epsilon t}^{C_{1}} \cap \mathcal{C}_{\epsilon t}^{C_{2}}\right|$ in those cases where Lemma 3.4.1 does not apply we will use the following observation. Roughly speaking, it says that if $C_{j}=C\left(x_{j}, 3 / 4\right)$ are internally tangent to $C(0,1)$ for $j=1,2$ with the points of tangency being far apart, then $C_{1}$ and $C_{2}$ cross each other.

Lemma 3.4.2 Let $C_{j}=C\left(x_{j}, r_{j}\right)$ for $j=0,1,2$. Suppose $\Delta\left(C_{0}, C_{j}\right) \leq \beta_{j}$ and $\left|r_{0}-r_{j}\right| \leq 4 \rho_{j}$, $\rho_{j} \leq\left|x_{0}-x_{j}\right| \leq 2 \rho_{j}$ for $j=1,2$. Assume

$$
\begin{align*}
\alpha & =\varangle\left(\operatorname{sgn}\left(r_{1}-r_{0}\right)\left(x_{1}-x_{0}\right), \operatorname{sgn}\left(r_{2}-r_{0}\right)\left(x_{2}-x_{0}\right)\right) \\
& \geq A_{0} \sqrt{\frac{\left(\beta_{1}+\beta_{2}\right)\left(\rho_{1}+\rho_{2}\right)}{\rho_{1} \rho_{2}}} \tag{3.43}
\end{align*}
$$

for some sufficiently large constant $A_{0}$. Then $\Delta\left(C_{1}, C_{2}\right) \geq \beta_{1}+\beta_{2}$.

Proof: Let $\sigma_{j}=\operatorname{sgn}\left(r_{j}-r_{0}\right)$. Then

$$
\begin{aligned}
\left|x_{1}-x_{2}\right|^{2}= & \left|x_{1}-x_{0}\right|^{2}+\left|x_{2}-x_{0}\right|^{2}-2\left(x_{1}-x_{0}\right) \cdot\left(x_{2}-x_{0}\right) \\
\left|r_{1}-r_{2}\right|^{2}= & \left|r_{1}-r_{0}\right|^{2}+\left|r_{2}-r_{0}\right|^{2}-2\left(r_{1}-r_{0}\right)\left(r_{2}-r_{0}\right) \\
\left|x_{1}-x_{2}\right|^{2}-\left|r_{1}-r_{2}\right|^{2}= & \left|x_{1}-x_{0}\right|^{2}-\left|r_{1}-r_{0}\right|^{2}+\left|x_{2}-x_{0}\right|^{2}-\left|r_{2}-r_{0}\right|^{2}+ \\
& +2 \sigma_{1} \sigma_{2}\left(\left|r_{1}-r_{0}\right|\left|r_{2}-r_{0}\right|-\left|x_{1}-x_{0}\right|\left|x_{2}-x_{0}\right|\right)+ \\
& +2 \sigma_{1} \sigma_{2}\left|x_{1}-x_{0}\right|\left|x_{2}-x_{0}\right|(1-\cos \alpha) .
\end{aligned}
$$

This implies that

$$
\begin{aligned}
\Delta\left(C_{1}, C_{2}\right)\left(\left|x_{1}-x_{2}\right|+\left|r_{1}-r_{2}\right|\right) & \gtrsim \rho_{1} \rho_{2} \alpha^{2}-\beta_{1} \rho_{1}-\beta_{2} \rho_{2}-\rho_{1} \beta_{2}-\rho_{2} \beta_{1} \\
& =\rho_{1} \rho_{2} \alpha^{2}-\left(\beta_{1}+\beta_{2}\right)\left(\rho_{1}+\rho_{2}\right) \\
& \gtrsim \rho_{1} \rho_{2} \alpha^{2}
\end{aligned}
$$

where we have used (3.43) in the last step. Furthermore, $d\left(C_{1}, C_{2}\right) \lesssim \rho_{1}+\rho_{2}$ and thus finally

$$
\Delta\left(C_{1}, C_{2}\right) \gtrsim \frac{\rho_{1} \rho_{2}}{\rho_{1}+\rho_{2}} \alpha^{2} \gtrsim A_{0}^{2}\left(\beta_{1}+\beta_{2}\right) \geq \beta_{1}+\beta_{2}
$$

Using Lemma 3.4.2 we can deal with the case $\beta \leq 10 \epsilon$ that was left open in Lemma 3.4.1. As suggested by the case where $C_{1}$ and $C_{2}$ are tangent, we will show, roughly speaking, that any circle $C \in \mathcal{C}_{\epsilon t}^{C_{1}} \cap \mathcal{C}_{\epsilon t}^{C_{2}}$ has to intersect the arc of minimal length on $C_{1}$ that contains $C_{1} \cap C_{2}$.
Lemma 3.4.3 Suppose $C_{2} \in \mathcal{C}_{\beta \tau}^{C_{1}}$. Then

$$
\begin{equation*}
\left|\mathcal{C}_{\epsilon t}^{C_{1}} \cap \mathcal{C}_{\epsilon t}^{C_{2}}\right| \lesssim \frac{t^{2}}{\delta^{2}} \sqrt{\frac{\epsilon+\beta}{\tau}} \tag{3.44}
\end{equation*}
$$

Proof: We may assume that $\tau \leq 4 t$ (otherwise $\mathcal{C}_{\epsilon t}^{C_{1}} \cap \mathcal{C}_{\epsilon t}^{C_{2}}=\emptyset$ ). Let

$$
\gamma_{0}=\sqrt{\frac{\beta+\epsilon}{\tau}} \simeq \sqrt{\frac{(\beta+\epsilon)(t+\tau)}{t \tau}}
$$

Suppose $\bar{C} \in \mathcal{C}_{\epsilon t}^{C_{1}}$ satisfies

$$
\min \left(\varangle\left(\bar{x}, x_{1}, x_{2}\right), \varangle\left(\bar{x}, x_{1},-x_{2}\right)\right)>A_{0} \gamma_{0},
$$

$A_{0}$ being the constant in (3.43). In view of (3.40) we may then apply Lemma 3.4.2 with $C_{0}=C_{1}$, $C_{1}=C_{2}, C_{2}=\bar{C}, \beta_{1}=\beta, \beta_{2}=\epsilon, \rho_{1}=\tau$, and $\rho_{2}=t$ to wit

$$
\Delta\left(\bar{C}, C_{2}\right) \geq \epsilon+\beta>\epsilon
$$

In particular $\bar{C} \notin \mathcal{C}_{\epsilon t}^{C_{2}}$. We conclude that any $\bar{C} \in \mathcal{C}_{\epsilon t}^{C_{1}} \cap \mathcal{C}_{\epsilon t}^{C_{2}}$ has to satisfy

$$
\min \left(\varangle\left(\bar{x}, x_{1}, x_{2}\right), \varangle\left(\bar{x}, x_{1},-x_{2}\right)\right) \leq A_{0} \gamma_{0} .
$$

In particular, the centers of all circles in $\mathcal{C}_{\epsilon t}^{C_{1}} \cap \mathcal{C}_{\epsilon t}^{C_{2}}$ are contained in a $4 t \times 2 t A_{0} \gamma_{0}$ rectangle centered at $x_{1}$ and thus

$$
\left|\mathcal{C}_{\epsilon t}^{C_{1}} \cap \mathcal{C}_{\epsilon t}^{C_{2}}\right| \lesssim \frac{t^{2}}{\delta^{2}} \gamma_{0}
$$

as claimed.

The following result is the aforementioned two circle lemma.

Lemma 3.4.4 Suppose $C_{2} \in \mathcal{C}_{\beta \tau}^{C_{1}}$. Then

$$
\begin{equation*}
\left|\mathcal{C}_{\epsilon t}^{C_{1}} \cap \mathcal{C}_{\epsilon t}^{C_{2}}\right| \lesssim \frac{t^{2}}{\delta^{2}} \min \left(\sqrt{\frac{\epsilon}{\tau}}, \frac{\epsilon}{\sqrt{\beta \tau}}\right) \tag{3.45}
\end{equation*}
$$

Proof: As before we may assume that $\tau \leq 4 t$. Moreover, we may also assume that $2 \epsilon \leq t$. Indeed, since $\left|\mathcal{C}_{\epsilon t}^{C_{1}} \cap \mathcal{C}_{\epsilon t}^{C_{2}}\right| \lesssim \frac{t^{2}}{\delta^{2}}$ either

$$
\sqrt{\frac{\epsilon}{\tau}} \leq \frac{1}{4} \quad \text { or } \quad \frac{\epsilon}{\sqrt{\beta \tau}} \leq \frac{1}{24}
$$

without loss of generality. In the first case $16 \epsilon \leq \tau \leq 4 t$, whereas in the second case $24^{2} \epsilon^{2} \leq \beta \tau \leq$ $6 \tau^{2} \leq 6 \cdot 24 t^{2}$. Hence, if $\Delta\left(C_{1}, C_{2}\right) \geq 10 \epsilon$ we may apply Lemma 3.4.1 to conclude

$$
\left|\mathcal{C}_{\epsilon t}^{C_{1}} \cap \mathcal{C}_{\epsilon t}^{C_{2}}\right| \lesssim \frac{t^{2}}{\delta^{2}} \frac{\epsilon}{\sqrt{\beta \tau}}
$$

If on the other hand $\Delta\left(C_{1}, C_{2}\right) \leq 10 \epsilon$, then (3.45) follows from (3.44).

Lemma 3.4.5 Let $\alpha \in(0,1]$ be fixed and suppose that every $C \in \mathcal{C}$ satisfies

$$
\begin{equation*}
\left|\left\{x \in C^{\rho}: \mu_{\rho}^{\mathcal{C}_{\epsilon t}^{C}}(x) \geq A \lambda^{-1} \delta^{-1} t\left(\frac{t}{\epsilon}\right)^{\frac{\alpha}{2}} \frac{\rho}{\delta}\right\}\right| \leq \lambda \rho \tag{3.46}
\end{equation*}
$$

for all $\delta \leq \rho \leq \epsilon \leq t$ and all $0<\lambda$.
Then there exists $\mathcal{A} \subset \mathcal{C},|\mathcal{A}| \geq \frac{1}{2}|\mathcal{C}|$ so that

$$
\begin{equation*}
\left|\left\{x \in C^{\rho}: \mu_{\rho}^{\mathcal{A}_{\epsilon t}^{C}}(x) \geq A_{1}|\log \delta|^{9 / 2} \lambda^{-1} \delta^{-1} t\left(\frac{t}{\epsilon}\right)^{\frac{\alpha}{4}} \frac{\rho}{\delta}\right\}\right| \leq \lambda \rho \tag{3.47}
\end{equation*}
$$

for all $C \in \mathcal{A}, \delta \leq \rho \leq \epsilon \leq t$, and $0<\lambda$. Here $A_{1}$ is some absolute constant depending on $A$ but not on $\mathcal{C}$ or the parameters (in fact, we can take $A_{1}=c_{0} \sqrt{A}$ for some absolute constant $c_{0}$ ).

Proof: Suppose there are at least $\frac{1}{2}|\mathcal{C}|$ many circles $C \in \mathcal{C}$ with the property that

$$
\begin{equation*}
\left|\left\{x \in C^{\rho}: \mu_{\rho}^{\mathcal{C}_{\epsilon t}^{C}}(x) \geq A_{1}|\log \delta|^{9 / 2} \lambda^{-1} \delta^{-1} t\left(\frac{t}{\epsilon}\right)^{\frac{\alpha}{4}} \frac{\rho}{\delta}\right\}\right|>\lambda \rho \tag{3.48}
\end{equation*}
$$

for some choice of $\delta \leq \rho \leq \epsilon \leq t$ and $0<\lambda$. Then there exist a family $\mathcal{B} \subset \mathcal{C}$ with $|\mathcal{B}| \gtrsim|\log \delta|^{-4}|\mathcal{C}|$ and numbers $\delta \leq \rho \leq \epsilon \leq t$ and $\lambda>0$ so that (3.48) holds for this (fixed) choice of $\rho, \epsilon, t, \lambda$, and all $C \in \mathcal{B}$.

Consider the set

$$
\begin{array}{r}
S=\left\{\left(C, C_{1}, C_{2}\right): C \in \mathcal{B}, C_{1}, C_{2} \in \mathcal{C}_{\epsilon t}^{C} \quad \text { for } \quad j=1,2, \operatorname{sgn}\left(r-r_{1}\right)=\right. \\
\left.=\operatorname{sgn}\left(r-r_{2}\right), \beta / 2 \leq \Delta\left(C_{1}, C_{2}\right) \leq \beta, \tau \leq\left|x_{1}-x_{2}\right| \leq 2 \tau\right\} \tag{3.49}
\end{array}
$$

Here $\beta$ and $\tau$ are chosen by pigeonholing so that the lower bound

$$
\begin{align*}
\operatorname{card}(S) & \gtrsim|\log \delta|^{-2}|\mathcal{B}|\left(|\log \delta|^{-1} \lambda \frac{\sqrt{t \epsilon}}{\rho} A_{1}|\log \delta|^{9 / 2} \lambda^{-1} \frac{t}{\delta}\left(\frac{t}{\epsilon}\right)^{\frac{\alpha}{4}} \frac{\rho}{\delta}\right)^{2} \\
& \simeq|\log \delta||\mathcal{C}| A_{1}^{2} \frac{t \epsilon}{\delta^{2}}\left(\frac{t}{\delta}\right)^{2}\left(\frac{t}{\epsilon}\right)^{\frac{\alpha}{2}} \tag{3.50}
\end{align*}
$$

holds.
To obtain an upper bound on $\operatorname{card}(S)$ we would like to estimate the number of choices for $C$ given $C_{1}$ and $C_{2}$ by Lemma 3.4.4. However, (3.49) does not specify $\left|r_{1}-r_{2}\right|$ so it is not clear whether $C_{2} \in \mathcal{C}_{\beta \tau}^{C_{1}}$ (see (3.40)). On the other hand, we only need to consider those $\left(C_{1}, C_{2}\right)$ which also satisfy

$$
\left|r_{1}-r_{2}\right| \leq\left|x_{1}-x_{2}\right|+2 \epsilon
$$

Indeed, given any $\left(C, C_{1}, C_{2}\right) \in S$ we can estimate

$$
\begin{aligned}
\left|r_{1}-r_{2}\right| & =\left|\left(r_{1}-r\right)-\left(r_{2}-r\right)\right|=\left|\left|r_{1}-r\right|-\left|r_{2}-r\right|\right| \\
& \leq\left\|r_{1}-r\left|-\left|x_{1}-x\right|\right|+\left|\left|r_{2}-r\right|-\left|x_{2}-x\right|\right|+\right\| x_{1}-x\left|-\left|x_{2}-x\right|\right| \\
& \leq 2 \epsilon+\left|x_{1}-x_{2}\right|
\end{aligned}
$$

as claimed. Let us assume first that $\tau \geq \epsilon$. Then

$$
\left|r_{1}-r_{2}\right| \leq\left|x_{1}-x_{2}\right|+2 \tau \leq 4 \tau
$$

and thus $C_{2} \in \mathcal{C}_{\beta \tau}^{C_{1}}$ for any $\left(C_{1}, C_{2}\right)$ that can appear in an element of $S$. Also note that such $\left(C_{1}, C_{2}\right)$ satisfy

$$
C_{1}^{\beta} \cap C_{2}^{\beta} \neq \emptyset
$$

Hence

$$
\begin{align*}
\operatorname{card}(S) & \leq \sum_{C_{1} \in \mathcal{C}} \sum_{C_{2} \in \mathcal{C}_{\beta \tau}^{C_{1}}: C_{1}^{\beta} \cap C_{2}^{\beta} \neq \emptyset}\left|\mathcal{C}_{\epsilon t}^{C_{1}} \cap \mathcal{C}_{\epsilon t}^{C_{2}}\right|  \tag{3.51}\\
& \lesssim|\mathcal{C}| A|\log \delta| \frac{\sqrt{\tau \beta}}{\delta} \frac{\tau}{\delta}\left(\frac{\tau}{\beta}\right)^{\frac{\alpha}{2}} \frac{t^{2}}{\delta^{2}} \min \left(\sqrt{\frac{\epsilon}{\tau}}, \frac{\epsilon}{\sqrt{\tau \beta}}\right) \tag{3.52}
\end{align*}
$$

To pass from line (3.51) to line (3.52) we have applied Lemma 3.4.4 to bound the cardinality of the intersection whereas the number of terms in the second sum of line (3.51) can be estimated by invoking assumption (3.46). In fact, here we have used the special case $\rho=\beta$ of the following estimate

$$
\begin{equation*}
\operatorname{card}\left(\left\{C_{2} \in \mathcal{C}_{\tau \beta}^{C_{1}}: C_{1}^{\rho} \cap C_{2}^{\rho} \neq \emptyset\right\}\right) \lesssim A \frac{\sqrt{\tau \beta}}{\delta} \frac{\tau}{\delta}\left(\frac{\tau}{\beta}\right)^{\frac{\alpha}{2}}|\log \delta| \tag{3.53}
\end{equation*}
$$

To prove (3.53) write $C_{1}^{\rho}$ as the union of $\frac{\rho}{\sqrt{\tau \beta}}$ rectangles $\left\{R_{j}\right\}_{j=1}^{k}$. Let

$$
m=m(\lambda)=A \lambda^{-1} \tau \delta^{-1}\left(\frac{\tau}{\beta}\right)^{\frac{\alpha}{2}} \frac{\rho}{\delta}
$$

Then assumption (3.46) implies that (with $m=m(\lambda)$ )

$$
\begin{align*}
& m \operatorname{card}\left(\left\{j: \operatorname{card}\left(\left\{C_{2} \in \mathcal{C}_{\tau \beta}^{C_{1}}: R_{j} \cap C_{2}^{\rho} \neq \emptyset\right\}\right) \in[m, 2 m]\right\}\right)  \tag{3.54}\\
\lesssim & m \lambda \frac{\sqrt{\tau \beta}}{\rho}=A \frac{\tau}{\delta}\left(\frac{\tau}{\beta}\right)^{\frac{\alpha}{2}} \frac{\rho}{\delta} \frac{\sqrt{\tau \beta}}{\rho}
\end{align*}
$$

By summing (3.54) over the $|\log \delta|$ many dyadic values of $m \in\left[1, \delta^{-2}\right]$ we obtain (3.53).
We now show that the upper and lower bounds (3.50) and (3.52) are incompatible for large $A_{1}$. Consider first the case $\epsilon \leq \beta$. Then (keeping in mind that $\tau \leq 4 t$ ) the right-hand side of (3.52) is

$$
\begin{aligned}
& \lesssim A|\mathcal{C}||\log \delta| \frac{\sqrt{\tau \beta}}{\delta} \frac{\tau}{\delta}\left(\frac{\tau}{\beta}\right)^{\frac{\alpha}{2}} \frac{t^{2}}{\delta^{2}} \frac{\epsilon}{\sqrt{\tau \beta}} \\
& \lesssim A|\mathcal{C}||\log \delta| \frac{t \epsilon}{\delta^{2}} \frac{t^{2}}{\delta^{2}}\binom{t}{\epsilon}^{\frac{\alpha}{2}}
\end{aligned}
$$

which contradicts $(3.50)$ for large $A_{1}$.
If $\beta \leq \epsilon$ then the right-hand side of (3.52) is

$$
\begin{aligned}
& \lesssim A|\mathcal{C}||\log \delta| \frac{\sqrt{\tau \beta}}{\delta} \frac{\tau}{\delta}\left(\frac{\tau}{\beta}\right)^{\frac{\alpha}{2}} \frac{t^{2}}{\delta^{2}} \sqrt{\frac{\epsilon}{\tau}} \\
& \lesssim A|\mathcal{C}||\log \delta| \frac{t \epsilon}{\delta^{2}}\left(\frac{t}{\delta}\right)^{2}\left(\frac{\tau}{\epsilon}\right)^{\frac{\alpha}{2}}\left(\frac{\epsilon}{\beta}\right)^{\frac{\alpha}{2}}\left(\frac{\beta}{\epsilon}\right)^{\frac{1}{2}} \\
& \lesssim A|\mathcal{C}||\log \delta| \frac{t \epsilon}{\delta^{2}}\left(\frac{t}{\delta}\right)^{2}\left(\frac{t}{\epsilon}\right)^{\frac{\alpha}{2}}
\end{aligned}
$$

where we have used $\alpha \leq 1$ in order to pass to the last line. For large $A_{1}$ this will again result in a contradiction.

Recall that we have assumed $\tau \geq \epsilon$ throughout. We will now treat the case $\tau<\epsilon$. As before,

$$
\begin{equation*}
\operatorname{card}(S) \gtrsim|\log \delta|^{5}|\mathcal{B}| A_{1}^{2} \frac{t \epsilon}{\delta^{2}}\left(\frac{t}{\delta}\right)^{2}\left(\frac{t}{\epsilon}\right)^{\frac{\alpha}{2}} \tag{3.55}
\end{equation*}
$$

whereas trivially

$$
\begin{equation*}
\operatorname{card}(S) \lesssim|\mathcal{B}| \frac{t^{2}}{\delta^{2}} \frac{\tau^{2}}{\delta^{2}} \leq|\mathcal{B}| \frac{t^{2}}{\delta^{2}} \frac{\epsilon^{2}}{\delta^{2}} \tag{3.56}
\end{equation*}
$$

Inequalities (3.55) and (3.56) imply that $A_{1}^{2} \lesssim 1$, which is a contradiction for large $A_{1}$.

Proof of Proposition 3.4.1: In view of Lemma 3.4.5 it will suffice to show the following.
Claim: There exists an absolute constant $A$ so that for any family $\mathcal{C}$

$$
\begin{equation*}
\left|\left\{x \in C^{\rho}: \mu_{\rho}^{\mathcal{C}_{\epsilon t}^{C}}(x) \geq A \lambda^{-1} \delta^{-1} t\left(\frac{t}{\epsilon}\right)^{\frac{1}{2}} \frac{\rho}{\delta}\right\}\right| \leq \lambda \rho \tag{3.57}
\end{equation*}
$$

for all $C \in \mathcal{C}$, all $\delta \leq \rho \leq \epsilon \leq t$ and $0<\lambda$.
If (3.57) failed for one circle $C \in \mathcal{C}$ and one choice of the parameters then integrating $\mu_{\rho^{\mathcal{C}}}^{C}$ over $C^{\rho}$ (as in [8]) would yield

$$
\lambda \rho A \lambda^{-1} \delta^{-1} t\left(\frac{t}{\epsilon}\right)^{\frac{1}{2}} \frac{\rho}{\delta} \lesssim\left|\mathcal{C}_{\epsilon t}^{C}\right| \frac{\rho^{2}}{\sqrt{\epsilon t}} \lesssim \frac{t^{2}}{\delta^{2}} \frac{\rho^{2}}{\sqrt{\epsilon t}}
$$

which is a contradiction for large $A$.

Remark: It is possible to prove Lemma 3.4 .5 without considering variable $\rho$, i.e., with $\rho=\delta$. One thus obtains a smaller power of $|\log \delta|$ in (3.47), but this is immaterial in the present context.

Suppose we fix $\eta$. Given any collection $\mathcal{C}$ of circles with $\delta$-separated centers, Proposition 3.4.1 implies that there exists $\mathcal{A} \subset \mathcal{C}$, so that $|\mathcal{A}| \geq C_{\eta}^{-1}|\mathcal{C}|$ and that

$$
\begin{equation*}
\operatorname{card}\left(\left\{\tilde{\mathcal{C}} \in \mathcal{A}_{\epsilon t}^{C}: \tilde{\mathcal{C}}^{\delta} \cap C^{\delta} \neq \emptyset\right\}\right) \lesssim \delta^{-\eta}\left(\frac{\epsilon}{\delta}\right)^{\frac{1}{2}}\left(\frac{t}{\delta}\right)^{\frac{3}{2}} \tag{3.58}
\end{equation*}
$$

for all $C \in \mathcal{A}$ (this can be seen by the same type of argument that showed (3.53)). In particular, if $\mathcal{C}$ is the family of circles arising in the context of a restricted weak-type inequality for the maximal function,
see page 12 , we define the multiplicity $\mu$ using $\mathcal{A}$ instead of $\mathcal{C}$ - this will merely introduce a $\delta^{-\eta}$ in the norms. It turns out that (3.58) then allows for a more transparent proof of Proposition 2.4.2. Indeed, suppose we are in the transverse case (2.45), i.e.,

$$
\bar{\lambda} \lesssim \sqrt{\frac{\epsilon}{t}}
$$

Then for any $C_{j} \in \mathcal{A}$, see (2.37),

$$
\begin{aligned}
\bar{\mu} \frac{\bar{\lambda} \delta}{\delta^{2} / \sqrt{\epsilon t}} & \lesssim \operatorname{card}\left(S_{t, \epsilon}^{j}\right) \\
& \lesssim \min \left(N, \delta^{-\eta}\left(\frac{\epsilon}{\delta}\right)^{\frac{1}{2}}\left(\frac{t}{\delta}\right)^{\frac{3}{2}}\right) \\
& \lesssim N^{\frac{1}{2}} \delta^{-\eta / 2}\left(\frac{\epsilon}{\delta}\right)^{\frac{1}{4}}\left(\frac{t}{\delta}\right)^{\frac{3}{4}}
\end{aligned}
$$

Thus, using our assumption on $\bar{\lambda}$, we conclude that

$$
\bar{\mu} \lesssim \bar{\lambda}^{-1} N^{\frac{1}{2}} \delta^{-\eta / 2}\left(\frac{t}{\epsilon}\right)^{\frac{1}{4}} \lesssim \delta^{-\eta / 2} \bar{\lambda}^{-\frac{3}{2}} N^{\frac{1}{2}}
$$

as desired. It is more complicated to deal with the tangential case in the same spirit. This seems to require a slightly different version of Marstrand's three circle lemma from the one we have used, i.e., Lemma 2.4.1. Since the argument does not improve on what we already have, we do not write it out.

## Appendix A

## Capacity and Hausdorff dimension

In this appendix we establish a special case of the well-known connection between capacity and Hausdorff dimension. For any set $E \subset \mathbb{R}^{d}, 1 \leq p<\infty$, and $\alpha>0$ we let the ( $p, \alpha$ ) capacity of $E$ (strictly speaking, the Bessel capacity) be

$$
C_{p, \alpha}(E)=\inf \left\{\|u\|_{L_{\alpha}^{p}}^{p}: u \geq 1 \text { on a neighborhood of } \mathrm{E}\right\} .
$$

Here $L_{\alpha}^{p}\left(\mathbb{R}^{d}\right)$ is the usual Sobolev-Bessel space with norm

$$
\|f\|_{L_{\alpha}^{p}\left(\mathbb{R}^{d}\right)}=\left\|(I-\triangle)^{\alpha / 2} f\right\|_{p}
$$

Suppose $p>1$ and $\alpha p<d$. Then it is essentially a consequence of Sobolev's inequality that there exists a constant $C_{0}$ depending only on $p, \alpha$, and $d$ so that

$$
C_{0}^{-1} r^{d-\alpha p} \leq C_{p, \alpha}(B(x, r)) \leq C_{0} r^{d-\alpha p}
$$

for all balls $B(x, r)$. This suggest that $C_{p, \alpha}$ and $\mathcal{H}^{d-\alpha p}$ are related. For a general statement in this direction see [23], Theorem 2.6.16 and the references to the original literature given there. Here we only deal with a special case which is sufficient for our purposes. The following proof is an adaptation of the argument on page 107 in [23] to the case of fractional Sobolev spaces.

Proposition: Let $2 \leq p<\infty, 0<\alpha<1$, and $\alpha p<d$. Then $C_{p, \alpha}(E)=0$ implies that

$$
\mathcal{H}^{d-\alpha p+\epsilon}(E)=0 \quad \text { for all } \quad \epsilon>0
$$

Proof: By the definition of capacity there exists a sequence $u_{j} \in L_{\alpha}^{p}$ so that $u_{j} \geq 1$ on a neighborhood of E for each $j$ and $\left\|u_{j}\right\|_{L_{\alpha}^{p}}<2^{-j}$. We will use the following result about the relation between Sobolev spaces defined in terms of Bessel potentials and Besov spaces. Let $\Lambda_{\alpha}^{p, q}\left(\mathbb{R}^{d}\right)$ be the space of functions for which the following norm is finite:

$$
\begin{equation*}
\|u\|_{\Lambda_{\alpha}^{p, q}\left(\mathbb{R}^{d}\right)}=\|u\|_{p}+\left(\int_{\mathbb{R}^{d}} \frac{\|u(\cdot+t)-u(\cdot)\|_{p}^{q}}{|t|^{d+\alpha q}} d t\right)^{\frac{1}{q}} \tag{A.1}
\end{equation*}
$$

where $1 \leq p, q<\infty, 0<\alpha<1$. It is shown in Stein [18], page 155, that

$$
\begin{equation*}
L_{\alpha}^{p}\left(\mathbb{R}^{d}\right) \subset \Lambda_{\alpha}^{p, p}\left(\mathbb{R}^{d}\right) \text { provided } p \geq 2 \tag{A.2}
\end{equation*}
$$

Now let

$$
u=\sum_{j=1}^{\infty} u_{j}^{+} \in \Lambda_{\alpha}^{p, p}\left(\mathbb{R}^{d}\right)
$$

and define

$$
\bar{u}(x, r)=r^{-d} \int_{B_{r}(x)} u(y) d y
$$

Since $u_{j} \geq 1$ on a neighborhood of E for each $j, \bar{u}$ satisfies

$$
\begin{equation*}
\liminf _{r \rightarrow \infty} \bar{u}(x, r)=\infty \text { for all } x \in E \tag{A.3}
\end{equation*}
$$

Let $\mu$ be the measure

$$
\mu(A)=\int_{A} \int_{\mathbb{R}^{d}} \frac{|u(y)-u(z)|^{p}}{|y-z|^{d+p \alpha}} d y d z
$$

Firstly, $\mu$ is finite by (A.1) and (A.2). Secondly we claim that

$$
\begin{equation*}
\limsup _{r \rightarrow 0} r^{\alpha p-d-\epsilon} \mu\left(B_{r}(x)\right)=\infty \text { for all } x \in E \tag{A.4}
\end{equation*}
$$

Indeed, if for a fixed $x \in E$ there is a $M<\infty$ so that

$$
r^{\alpha p-d} \mu\left(B_{r}(x)\right) \leq M r^{\epsilon}
$$

then

$$
\begin{aligned}
r^{-d} \int_{B_{r}(x)}|u(y)-\bar{u}(x, r)|^{p} d y & \lesssim r^{-2 d} \int_{B_{r}(x)} \int_{B_{r}(x)}|u(y)-u(z)|^{p} d y d z \\
& \lesssim r^{\alpha p-d} \int_{B_{r}(x)} \int_{\mathbb{R}^{d}} \frac{|u(y)-u(z)|^{p}}{|y-z|^{p \alpha+d}} d y d z \\
& =r^{\alpha p-d} \mu\left(B_{r}(x)\right) \leq M r^{\epsilon}
\end{aligned}
$$

In particular,

$$
\left|\bar{u}\left(x, 2^{-j-1}\right)-\bar{u}\left(x, 2^{-j}\right)\right|^{p} \lesssim M 2^{-j \epsilon},
$$

which would imply that $\lim _{j \rightarrow \infty} \bar{u}\left(x, 2^{-j}\right)$ exists, contradicting (A.3).Thus (A.4) holds.
By a standard covering argument, see [23] Lemma 3.2.1, we conclude from (A.4) that

$$
\mathcal{H}^{d-\alpha p+\epsilon}(E)=0
$$
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